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Abstract 7 

Steganography is an invisible image-hiding technique that can be used to hide 8 

proprietary information within a cover image. Protecting this information ensures that 9 

product owners can continue to innovate without the fear of their ideas being stolen or 10 

replicated by others. The study aims to minimize inaccuracies of the earlier research that 11 

used discrete cosine transform (DCT) coefficients to hide images in the frequency 12 

domain. We modified the dominant DCT coefficients arrangement pattern by 13 

incorporating the three new patterns and compared them with the two conventional 14 

patterns. The chosen coefficients of the hidden image are then concealed in the DCT 15 

blocks of 8 by 8 pixels in the cover image. The results showed a significant improvement 16 

over the earlier work. The best outcome of the five studied patterns is produced by the 17 

triangle arrangement. The newly created triangle pattern can cut the error in image 18 

reconstruction by 26.08%. 19 
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1. Introduction 23 

Digital information is being created and disseminated at a rapid rate, and it is being 24 

used in a variety of industries, including telemedicine, e-government, and online 25 

commerce. Unfortunately, there has been a notable increase in the unauthorized 26 

manipulation of digital multimedia content. As a result, there is an immediate demand for 27 

techniques to protect digital multimedia content from unauthorized use (Saini & Kumar, 28 

2023).  29 

The two most frequently utilized techniques for embedding or concealing private 30 

information in cover images are steganography and watermarking. With watermarking, 31 

words or symbols that are added to or embedded in an image may be seen, but with 32 

steganography, the hidden information cannot be seen with the naked eye. As a result, the 33 

cover image will not lose quite as much of its quality or details as a result of the embedded 34 

process. 35 

To secretly conceal the hidden message, numerous steganography techniques 36 

were developed (Kadhim, Premaratne, Vial, & Halloran, 2019; Wang, Cheng, Wu, & 37 

Chen, 2019; Subramanian, Elharrouss, Al-Maadeed, & Bouridane, 2021). Steganography 38 

has various applications, including secure data storage, confidential communication, and 39 

protecting against identity theft in e-commerce (Thangadurai & Devi, 2014). 40 

Additionally, it frequently uses optimal strategies to boost efficiency by lowering both 41 

time and space complexity (Prabu & Latha, 2020). In contrast to text steganography, 42 

image steganography involves hiding an entire image inside of another image, making it 43 

more difficult. The main objectives of effective image steganography are minimal errors 44 

of reconstructed hidden messages, little visual change in the cover image, high 45 

invisibility, and high payload capacity. Payload capacity is the ratio of the number of 46 



secrete bits embedded to the total pixels in the cover image. Consequently, the more secret 47 

bits that are concealed, the higher the payload capacity. 48 

The two domains in which steganography algorithms are typically used to conceal 49 

information in cover images are the spatial (Siddiqui et al., 2020; Karawia, 2021; Fateh, 50 

Rezvani, & Irani,2021) and frequency (Tsai & Yang, 2017; Vyas & Dudul, 2019; 51 

Emmanuel, Hungil, Maiga, & Santoso,2021) domains. The state-of-the-art of 52 

steganography is heavily centred on the frequency domain, where the hidden message is 53 

concealed in the discrete cosine transform (DCT) domain of the cover image (Baziyad, 54 

Baziyad, & Kamel, 2018; Khan et al., 2019; Rabie, Baziyad & Kamel, 2019).  55 

More recently, some researchers suggested algorithms to hide sensitive data by 56 

using discrete cosine transform (DCT) for both the cover and the hidden images. Then, 57 

the secret DCT information is concealed in high-frequency region of the DCT block of 58 

the cover image. These work (Vakani, Kamel, Rabie, & Baziyad, 2020; Vakani, Abdallah, 59 

Kamel, Rabie, & Baziyad, 2021; Heednacram & Keaomanee, 2023) utilized a 60 

conventional rectangular pattern for selecting DCT coefficients. However, the impacts of 61 

DCT arrangement patterns have not yet been the subject of any investigations. This 62 

challenge motivates us to conduct research because new patterns have the potential to 63 

improve image recovery quality in steganography. Although Vakani et al. (2021) 64 

achieved an improvement of up to 20.25 dB in the extracted secret image quality, the 65 

secret image size is only a quarter of a cover image. Heednacram and Keaomanee (2023) 66 

managed to make the secret image the same size as the cover image, yet obtaining the 67 

enhanced secret image quality of slightly over 30 dB. We believe that our suggested 68 

patterns hold the key to enhancing the quality of the secret image that is extracted. Our 69 

main contributions in this paper are as follows:  70 



 We created a new triangular DCT arrangement pattern by improving the 71 

traditional rectangular layout design of DCT coefficients. 72 

 Using a full-size hidden image, which can be as big as the cover image, allows 73 

for the achievement of an extremely high payload capacity. 74 

 Although in this paper the farm profile of the agricultural products is 75 

concealed for online marketing activities, the basic concept of shielding 76 

proprietary information can be easily applied to other types of applications. 77 

 The proposed algorithm reduced errors by 25.91%, enhancing the quality of 78 

the hidden image being reconstructed. 79 

 The proposed algorithms are implemented in practice as a web application that 80 

is freely accessible online. 81 

The paper is structured as follows: The introduction appears in Section 1. In 82 

Section 2, the DCT technique is introduced, and a proposed algorithm with various DCT 83 

coefficient arrangement patterns is discussed. The discussion and results of the 84 

experiments are described in Section 3. The proposed method's conclusion is provided in 85 

Section 4. 86 

2. Materials and Methods 87 

2.1 Input images 88 

Our experiments will put our proposed algorithm, which has three different variants, 89 

into use and compare it with the two already- existing algorithms ( Vakani et al. , 2021; 90 

Heednacram & Keaomanee, 2023). The cover images used in the experiments are of fresh 91 

fruit. The secret images contain information about the farm that owns the fruit image. For 92 

mockup purposes, the farm's name, logo, address, and other proprietary information were 93 

made up.  Figure 1 shows the cover image of three samples and the hidden image of five 94 



samples.  The cover and hidden images are of the same size, 800×800 pixels ( all RGB-95 

color) 1.  Note that the Joint ISO committee has adopted DCT to the Joint Photographic 96 

Experts Group international standard of 8×8 block size (Tsai & Yang, 2017). This serves 97 

to minimize the blocking effect that occurs during image compression and steganography. 98 

Given that 800×800 is divisible by 8, we selected this resolution as it allows us to visually 99 

inspect the intricacies in the resulting images.  However, as long as the input images are 100 

divisible by 8, our algorithms can be applied to any size image.  The performance of all 101 

five approaches will be evaluated using the identical computer's Intel Core i5 2. 4 GHz 102 

processor and 16 GB of RAM. 103 

[Figure 1.  Cover (top row) and hidden (last 2 rows) images.] 104 

2.2 Discrete cosine transform (DCT) 105 

The DCT coefficients are commonly used in watermarking and image 106 

steganography to conceal secret messages. The first step in this procedure is to split the 107 

image's pixels into 8×8-pixels blocks. These blocks are then subjected to a 108 

transformation, producing a set of 64 DCT coefficients calculated by equations (1) and 109 

(2) (Emmanuel et al., 2021).  110 

𝐷𝐶𝑇(𝑖, 𝑗) =
1

√2𝑁
𝐶(𝑖)𝐶(𝑗) ∑ ∑ 𝑃(𝑥, 𝑦) 𝑐𝑜𝑠 (

(2𝑥 + 1)𝑖𝜋

2𝑁
) (

(2𝑦 + 1)𝑗𝜋

2𝑁
)

𝑁−1

𝑦=0

 

𝑁−1

𝑥=0

 
 

(1) 

𝐶(𝑢) = {

1

√2
  𝑖𝑓 𝑢 = 0

1     𝑖𝑓 𝑢 > 0

 
 

(2) 

The notation 𝑃(𝑥, 𝑦) is the 𝑥, 𝑦𝑡ℎ pixel of the image represented by matrix 𝑃, and 111 

𝑁 is the size of the block (in general, N = 8).  Equation (1) calculates DCT element 𝑖, 𝑗𝑡ℎ 112 

of the transformed image from the pixel value of the input image.  113 

                                                           
1 Datasets are available at https://github.com/yossy343/Dataset_SJST. 

https://github.com/yossy343/Dataset_SJST


[Figure 2. Three primary frequency components.] 114 

The DCT separates the image into three primary frequency components: high, 115 

middle, and low frequencies (Tsai & Yang, 2017). According to their frequency 116 

characteristics, these components are divided into three categories, as illustrated in Figure 117 

2, with low-frequency components being represented by white, middle-frequency 118 

components by blue, and high-frequency components by grey. 119 

The process of image reconstruction from its coefficients can be done by 120 

computing the Inverse Discrete Cosine Transform (IDCT), as described in Equation (3). 121 

The IDCT is employed to convert the DCT coefficients back into their respective colour 122 

values. 123 

𝑃(𝑥, 𝑦) =
1

√2𝑁
∑ ∑ 𝐶(𝑖)𝐶(𝑗)𝐷𝐶𝑇(𝑖, 𝑗) 𝑐𝑜𝑠 (

(2𝑥 + 1)𝑖𝜋

2𝑁
) (

(2𝑦 + 1)𝑗𝜋

2𝑁
)

𝑁−1

𝑗=0

 

𝑁−1

𝑖=0

 
 

(3) 

2.3 Proposed algorithms 124 

Before introducing our algorithms, we will discuss the drawbacks of previous 125 

methods (Vakani et al., 2021; Heednacram & Keaomanee, 2023).  In this earlier research, 126 

the dominating DCT coefficients of the hidden image are selected in a matrix form of a 127 

traditional rectangular arrangement layout from the low-frequency region (a highly 128 

sensitive area). The secret coefficients are then concealed in the high-frequency region of 129 

the cover image (which is of little importance). Although all authors used a rectangular 130 

dominating DCT layout, no studies have yet been conducted to determine the impact of 131 

using other DCT arrangement layouts. Figure 3 shows the DCT arrangement layout used 132 

in (Heednacram & Keaomanee, 2023). In (Vakani et al., 2021), a similar strategy was 133 

applied, but the size of n in a rectangular layout n×n was varied in accordance with the 134 

quantity of non-significant DCT coefficients in the cover image.  135 



[Figure 3.  Selection area of cover and hidden DCT coefficients in embedded process.] 136 

Since the Human Visual System ( HVS)  is less sensitive to high- frequency 137 

components of the DCT, low and middle frequency components are more important than 138 

high frequency components (Rabie et al., 2019). The drawback of the existing rectangular 139 

pattern of the hidden DCT in Figure 3 is that it still has a substantial number of 140 

coefficients in the high-frequency region. Therefore, our idea is to cover more of the area 141 

of low and middle- frequency components, which are more crucial for reconstructing 142 

high-quality images. Consequently, we will base our design on the new patterns that trade 143 

some high- frequency coefficients in the lower diagonal area for more low and middle-144 

frequency coefficients in the upper diagonal area.  This study proposes three distinct 145 

variants. Figure 4 shows the three novel forms (𝒑𝟏 − 𝒑𝟑) of the stated design patterns for 146 

dominant DCT coefficients. 147 

[Figure 4.  DCT arrangement patterns for hidden (a – d) and cover (e) images.] 148 

The quality of the image's perceptual representation is not greatly altered when 149 

the less crucial high-frequency coefficients in the cover mask are swapped out for rescaled 150 

secret data.  This concealing technique enables important information to be concealed 151 

inside the high-frequency DCT coefficients while preserving an acceptable quality of the 152 

stego image (the result of the embedding procedure in Figure 5).  153 

[Figure 5.  Diagram for encoding process.] 154 

Encoding Algorithm: 155 

Input: 𝐼𝑐 and  𝐼ℎ /* cover image and hidden image */ 156 

Output: 𝐼𝑠  /* stego image */ 157 

Step 1: Load  𝐼𝑐 and  𝐼ℎ as floating RGB   158 

Step 2: Convert 𝐼𝑐 and  𝐼ℎ to DCT coefficient matrices 159 

            called them: Cover[DCT] and Hidden[DCT] 160 

Step 3: Scale down Hidden[DCT] by a factor of constant  161 

Step 4: Choose DCT arrangement pattern  𝑝𝑘 where 𝑘 = 1, 2, 3     162 



Step 5: Build Stego[DCT] by embedding blocks of size m×n 163 

            of Hidden[DCT] into Cover[DCT] 164 

   if 𝑝0: set 𝐷𝐶𝑇[𝑖] locations according to Conventional pattern 165 

   if 𝑝1: set  𝐷𝐶𝑇[𝑖]  
locations according to Lego pattern 166 

   if 𝑝2: set  𝐷𝐶𝑇[𝑖] locations according to Stealth pattern 167 

   if 𝑝3: set  𝐷𝐶𝑇[𝑖]  
locations according to Triangular pattern 168 

   for i = 0; i < (m-2)(n-2): i++ 169 

         Stego[DCT(2 + i%6, 2 + i/6)] = Hidden[𝐷𝐶𝑇[i]]   170 

 Step 5: Convert Stego[DCT] to 𝐼𝑠 as floating RGB  171 

 Step 6: Save 𝑰𝒔 to disk  172 

  173 

Utilizing the decoding algorithm detailed below, the image concealed in the stego 174 

can be recovered.  The buried image data is then restored to its original colour.  Figure 6 175 

displays the decoding procedure.  176 

[Figure 6.  Diagram for decoding process.] 177 

 178 

Decoding Algorithm: 179 

Input: 𝐼𝑠   /* stego image */ 180 

Output: 𝐼𝑟    /* reconstructed hidden image */ 181 

Step 1: Read 𝐼𝑠 from disk 182 

Step 2: Convert 𝐼𝑠 to Stego[DCT], a DCT coefficient matrix 183 

Step 3: Initialize blocks of size m×n of Hidden[DCT] with zeroes 184 

Step 4: Choose relevant DCT[i] arrangement pattern  𝑝𝑘  as in encoding process     185 

Step 5: Duplicate DCT coefficients from the bottom right corner of 𝐼𝑠  186 

   for i = 0; i < (m-2)(n-2): i++ 187 

         Hidden[𝐷𝐶𝑇[i]] = Stego[DCT(2 + i%6, 2 + i/6)] 188 

Step 5: Convert Hidden[DCT] to 𝐼𝑟 in RGB domain  189 

Step 6: Save 𝑰𝒓 to disk  190 

 191 

2.4 Method validation 192 

The quality validation (Hussain, Abdul-Wahab, Bin-Idris, Ho, & Jung, 2018; 193 

Hashim, Rahim, Johi, Taha, & Hamad, 2018) between any two given images  𝑃𝑖𝑗  and 194 

𝑄𝑖𝑗 with M × N image size are listed in Eq. (4) to Eq. (9).  195 



Root Mean Square Error (RMSE): 196 

            RMSE measures the image reconstruction loss. Low RMSE indicates that 197 

relatively little was altered from the original image (𝑃𝑖𝑗) throughout the building 198 

process, leading to low error and high quality of the reconstructed image (𝑄𝑖𝑗). 199 

𝑅𝑀𝑆𝐸 = √
1

𝑀 × 𝑁
∑ ∑(𝑃𝑖𝑗 − 𝑄𝑖𝑗)2

𝑁−1

𝑗=0

𝑀−1

𝑖=0

 

 

(4) 

Peak Signal-to-Noise Ratio (PSNR): 200 

PSNR quantifies the distortion when a reconstructed image is compared to the 201 

original. In image processing, 30 dB or greater is commonly considered to be an 202 

acceptable value. Higher PSNR values suggest better quality in compressed or 203 

reconstructed images. 204 

𝑃𝑆𝑁𝑅 =  10𝑙𝑜𝑔 (
255

𝑅𝑀𝑆𝐸
)

2

 
 

(5)   

Structure Similarity Index Matrix (SSIM): 205 

SSIM measures the likeness between two images by assessing their structural 206 

aspects, including luminance, contrast, and structure. It assigns a score between 0 and 1, 207 

with 1 indicating complete image identity, and it can be calculated using equations (6) to 208 

(9)  209 

𝑆𝑆𝐼𝑀 =
(2𝜇𝑃𝜇𝑄 + 𝑐1)(2𝜎𝑃𝑄 + 𝑐2)

(𝜇𝑃
2 + 𝜇𝑄

2 + 𝑐1)(𝜎𝑃
2 + 𝜎𝑄

2 + 𝑐2)
 

  (6) 

𝜇𝑃 =
1

𝑀 × 𝑁
∑ ∑ 𝑃𝑖𝑗

𝑁−1

𝑗=0

𝑀−1

𝑖=0

 
               (7) 

𝜎𝑃
2 =

1

𝑀 × 𝑁
∑ ∑(𝑃𝑖𝑗 − 𝜇𝑃)2

𝑁−1

𝑗=0

𝑀−1

𝑖=0

 
 

(8) 

  𝜎𝑃𝑄
2 =

1

𝑀 × 𝑁
∑ ∑(𝑃𝑖𝑗 − 𝜇𝑃) (𝑄𝑖𝑗 − 𝜇𝑄) 

𝑁−1

𝑗=0

𝑀−1

𝑖=0

 
 

(9) 



3. Results and Discussion  210 

Our experiments tested the proposed algorithm by varying the DCT arrangement 211 

pattern using three new enhanced patterns (Lego, Stealth, and Triangular). The result will 212 

compare the two existing methods, DAS (DCT Adaptive-Scaling) (Vakani et al. , 2021) 213 

and LDCT ( Heednacram & Keaomanee, 2023) , whose main ideas are like those of our 214 

method.  When comparing the results of each approach, the RMSE, PSNR, and SSIM 215 

values are considered to determine how effective each method is at hiding and recovering 216 

data.  217 

3.1 Visual quality of reconstructed images 218 

Figures 7- 9 display the cover image, the hidden image, the stego image ( cover 219 

with hidden data) , and the reconstructed images that were produced using five different 220 

methods. The three proposed patterns and the LDCT reconstructed images are noticeably 221 

superior to DAS and nearly visually identical to the original hidden image. Additionally, 222 

the stego image shows no obvious irregularities.  It is demonstrated that the proposed 223 

patterns are both particularly invisible and have a high payload capacity ( the concealed 224 

image can be the full size of the cover image).  This high capacity to protect private data 225 

is beneficial for online and e-commerce activity. The detailed statistical analysis of each 226 

method, however, will be covered in greater depth in the next section. 227 

[Figure 7. Reconstructed images with Mangosteen as a cover image.] 228 

[Figure 8. Reconstructed images with Durian as a cover image.] 229 

[Figure 9. Reconstructed images with Pomelo as a cover image.] 230 

3.2 RMSE 231 

  To examine the effect of the arrangement pattern, we consider the results from 232 

DAS (a scaled rectangular pattern)  and LDCT (a fixed rectangular pattern) , with the 233 

proposed algorithm having three modified patterns, namely Lego, Stealth, and Triangular.  234 



[Table 1. RMSE of reconstructed images.] 235 

From Table 1, the average RMSEs for the DAS and LDCT are 29.8121 and 236 

5.2969, respectively, whereas our three novel patterns, Lego, Stealth, and Triangular, 237 

produced results that are better at 4.9255, 4.0495, and 3.9154, respectively. This result 238 

contributes to improvements of 7.01%, 23.55%, and 26.08% over the prior method 239 

(LDCT). This illustrates the superior efficiency of the new patterns where the best pattern 240 

is Triangular.  241 

3.3 PSNR 242 

The PSNR data are shown in Table 2, where 30 dB or higher values are commonly 243 

acceptable. The PSNRs for the LDCT and the three proposed patterns are all higher than 244 

30. The triangular pattern achieves a high PSNR of 36.3961 and outperforms LDCT by 245 

7.93%. Figures 7-9 show that all results with PSNR > 30 exhibit high-quality 246 

reconstructed images, in contrast to DAS, which has an average PSNR < 20, which results 247 

in a considerably higher error in the recovered image and aligned with the RMSEs in 248 

Table 1.  249 

[Table 2. PSNR of reconstructed images.] 250 

3.4 SSIM 251 

If the SSIM value is 1.0, then the two images are precisely the same. While DAS 252 

provides a respectable SSIM value of 0.71 that is in line with the RMSE and PSNR values 253 

in Tables 1 and 2, the SSIM value of the reconstructed image for LDCT and the three 254 

new patterns in Table 3 is highly acceptable at around 0.98. 255 

[Table 3. SSIM of reconstructed images.]  256 



3.5 Additional algorithm for improving stego image 257 

When compared to the rectangular pattern in the previous section, the proposed 258 

patterns provided improved decoding results. What about the stego image encoding 259 

results? Is it possible to apply similar patterns on a cover mask in order to enhance the 260 

stego image quality? By leveraging a pattern comparable to the hidden DCT blocks, we 261 

will expand our study by modifying the concealed region in the cover mask. 262 

The cover mask's regular arrangement pattern is shown in Figure 4 (e). This 263 

pattern overlaps with the cover DCT's middle-frequency region, which is also important. 264 

Our proposed algorithms can be modified to prevent the merging of hidden data in this 265 

middle region. The proposed DCT arrangement patterns in Figure 4 (b)–(d) can be 266 

diagonally reversed. This novel design will result in less concealed data in the middle-267 

frequency region of the cover DCT, which should improve the quality of the stego image. 268 

Table 4 reports the outcomes of applying our modified algorithm for generating 269 

stego images. The results of the three reverse patterns show a significant reduction in the 270 

RMSE to 4.027 when compared to LDCT, which uses a traditional rectangular pattern 271 

and has an RMSE of 5.737. This result contributes to an improvement of 29.81%. 272 

Additional experiment results show similar improvements of 9.13% and 1.91%, 273 

respectively, for PSNR and SSIM. Be aware that in DAS, the cover image's non-274 

significant DCT coefficients were the only area where the secret data were concealed, 275 

giving a better RMSE value of 2.4879 (at the expense of a lower payload capacity). Our 276 

approach, however, made use of a full-size hidden image, which has a substantially 277 

greater payload capacity.  278 

[Table 4. RMSE of stego images.] 279 



4. Applications 280 

Stegano application is also put into practice and tested on a web application. Our 281 

web application's back end was created using Python and the Flask framework, while the 282 

front end was created using the Next.js framework. The steganography algorithms were 283 

stored on the server. The main page (see Figure 10 (a)) has three functions: Encode, 284 

Decode, and Text-to-Image (still under testing and functional improvement)2. Farmers or 285 

product owners may input the cover image and the proprietary secret image (see Figure 286 

10 (b)). The application will then upload the images to the server and run the encoding 287 

algorithm there. Our web application performs reverse procedures to retrieve stego 288 

information for the decoding steps before displaying the reconstructed hidden image, as 289 

illustrated in Figure 10 (c).  290 

[Figure 10. Web application’s user interface.] 291 

5. Conclusions 292 

Due to the rise of copyright infringements, it is crucial to preserve who owns 293 

various types of online information. Image steganography is a technique used to conceal 294 

certain secret information in the cover image, such as information that is protected by 295 

copyright. We proposed various enhanced patterns for choosing hidden data and 296 

concealing regions in order to enhance the quality of image steganography. 297 

Our primary contribution was the development of a new triangular DCT 298 

arrangement pattern by enhancing the existing rectangular DCT coefficient layout design. 299 

Our approach has a very high payload capacity since it allows for a full-size hidden image 300 

that can be as large as the cover image. The suggested algorithm reduced the hidden 301 

                                                           
2 An early version of the website is available at https://image-stegano.vercel.app/. 
 

https://image-stegano.vercel.app/


image's reconstruction errors by 26.08%. The additional algorithm based on the new 302 

reverse triangular pattern was suggested to further improve the quality of the stego image 303 

being encrypted. The outcome improves the quality of the stego image by 29.81%.  304 

By concealing the ownership information in images before they are posted online, 305 

the proposed approach can be employed as a tool for proprietary information protection. 306 

Further work may be done to strengthen the algorithm's resilience if the stego image is 307 

rotated, resized, or cropped. While the farm profile of the agricultural products is 308 

concealed in this study for online marketing purposes, the concept of safeguarding 309 

sensitive data can be extended to various other domains, including healthcare, finance, 310 

and banking. 311 
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Figure 1.  Cover (top row) and hidden (last 2 rows) images. 

Figure 2. Three primary frequency components. 

Figure 3.  Selection area of cover and hidden DCT coefficients in embedded process. 

Figure 4.  DCT arrangement patterns for hidden (a – d) and cover (e) images. 

Figure 5.  Diagram for encoding process. 

Figure 6.  Diagram for decoding process.  

Figure 7. Reconstructed images with Mangosteen as a cover image. 

Figure 8. Reconstructed images with Durian as a cover image. 

Figure 9. Reconstructed images with Pomelo as a cover image. 

Figure 10. Web application’s user interface. 

 

  



 

   
 

  
 

 

  
 

Figure 1.  Cover (top row) and hidden (last 2 rows) images. 

 

 

Figure 2. Three primary frequency components. 

  



 

 

(a) Cover DCT (b) Hidden DCT 

Figure 3.  Selection area of cover and hidden DCT coefficients in embedded process. 

 

 

                

(a) Conventional pattern  (b) Lego pattern (𝒑𝟏) (c) Stealth pattern (𝒑𝟐) 

                   

(d) Triangular pattern (𝒑𝟑) (e) Cover mask 

Figure 4.  DCT arrangement patterns for hidden (a – d) and cover (e) images. 

 

 

Figure 5.  Diagram for encoding process. 
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Figure 6.  Diagram for decoding process. 

 

 

    
(a) Cover image (b) Hidden image (c) DAS (d) LDCT 

    
(e) Reconstructed 

with Lego pattern 

(f) Reconstructed with 

Stealth pattern 

(g) Reconstructed 

with Triangular 

pattern 

(h) Stego image  

Figure 7. Reconstructed images with Mangosteen as a cover image. 
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Figure 8. Reconstructed images with Durian as a cover image. 
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Figure 9. Reconstructed images with Pomelo as a cover image. 
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Figure 10. Web application’s user interface. 

 



Table 1. RMSE of reconstructed images. 

Table 2. PSNR of reconstructed images.  

Table 3. SSIM of reconstructed images. 

Table 4. RMSE of stego images. 

  



Table 1. RMSE of reconstructed images. 

Stego 

No. 

 

Cover 

No. 

Hidden 

No. 

RMSE 

DAS LDCT 
Our proposed algorithm 

Lego Stealth Triangular 

1 1 1 36.0509 5.2000 4.3360 3.5841 3.4811 

2 1 2 37.5585 5.2744 5.4004 4.6268 4.4706 

3 1 3 24.6602 6.2434 6.1965 5.1479 4.9482 

4 1 4 34.0313 4.2020 4.0174 3.4439 3.3443 

5 1 5 24.6674 5.5649 4.6773 3.4449 3.3329 

6 2 1 18.8523 5.2000 4.3360 3.5841 3.4811 

7 2 2 18.0316 5.2744 5.4004 4.6268 4.4706 

8 2 3 17.2678 6.2434 6.1965 5.1479 4.9482 

9 2 4 18.0249 4.2020 4.0174 3.4439 3.3443 

10 2 5 15.4329 5.5649 4.6773 3.4449 3.3329 

11 3 1 38.5829 5.2000 4.3360 3.5841 3.4811 

12 3 2 51.5565 5.2744 5.4004 4.6268 4.4706 

13 3 3 37.4943 6.2434 6.1965 5.1479 4.9482 

14 3 4 41.0651 4.2020 4.0174 3.4439 3.3443 

15 3 5 33.9054 5.5649 4.6773 3.4449 3.3329 

Average 29.8121 5.2969 4.9255 4.0495 3.9154 

  

 

Table 2. PSNR of reconstructed images.  

Stego 

No. 

Cover 

No. 

Hidden 

No. 

PSNR  

DAS LDCT 
Our proposed algorithm 

Lego Stealth Triangular 

1 1 1 16.9925 33.8108 35.3890 37.0433 37.2964 

2 1 2 16.6366 33.6874 33.4822 34.8253 35.1234 

3 1 3 20.2909 32.2223 32.2879 33.8982 34.2418 

4 1 4 17.4932 35.6617 36.0520 37.3898 37.6447 

5 1 5 20.2883 33.2216 34.7310 37.3873 37.6744 

6 2 1 22.6235 33.8108 35.3890 37.0433 37.2964 

7 2 2 23.0101 33.6874 33.4822 34.8253 35.1234 

8 2 3 23.3861 32.2223 32.2879 33.8982 34.2418 

9 2 4 23.0134 35.6617 36.0520 37.3898 37.6447 

10 2 5 24.3619 33.2216 34.7310 37.3873 37.6744 

11 3 1 16.4029 33.8108 35.3890 37.0433 37.2964 

12 3 2 13.8851 33.6874 33.4822 34.8253 35.1234 

13 3 3 16.6515 32.2223 32.2879 33.8982 34.2418 

14 3 4 15.8614 35.6617 36.0520 37.3898 37.6447 

15 3 5 17.5254 33.2216 34.7310 37.3873 37.6744 

Average 19.2282 33.7208 34.3884 36.1088 36.3961 

 

 

 



 

Table 3. SSIM of reconstructed images. 

Stego 

No. 

Cover 

No. 

Hidden 

No. 

SSIM  

DAS LDCT 
Our proposed algorithm 

Lego Stealth Triangular 

1 1 1 0.6492 0.9872 0.9896 0.9937 0.9936 

2 1 2 0.6192 0.9865 0.9858 0.9909 0.9912 

3 1 3 0.6829 0.9720 0.9703 0.9803 0.9810 

4 1 4 0.6327 0.9902 0.9906 0.9937 0.9933 

5 1 5 0.6852 0.9777 0.9757 0.9847 0.9852 

6 2 1 0.8483 0.9872 0.9896 0.9937 0.9936 

7 2 2 0.8462 0.9865 0.9858 0.9909 0.9912 

8 2 3 0.7999 0.9720 0.9703 0.9803 0.9810 

9 2 4 0.8373 0.9902 0.9906 0.9937 0.9933 

10 2 5 0.8241 0.9777 0.9757 0.9847 0.9852 

11 3 1 0.6819 0.9872 0.9896 0.9937 0.9936 

12 3 2 0.6464 0.9865 0.9858 0.9909 0.9912 

13 3 3 0.6711 0.9720 0.9703 0.9803 0.9810 

14 3 4 0.6554 0.9902 0.9906 0.9937 0.9933 

15 3 5 0.6766 0.9777 0.9757 0.9847 0.9852 

Average 0.7171 0.9827 0.9824 0.9887 0.9888 

  

Table 4. RMSE of stego images. 

Stego 

No. 

Cover 

No. 

Hidden 

No. 

RMSE for different algorithms 

DAS LDCT 
Our algorithm (reverse patterns) 

Lego Stealth Triangular 

1 1 1 2.6166 6.6584 4.3615 4.3614 4.3614 

2 1 2 2.6883 6.6638 4.3728 4.3726 4.3725 

3 1 3 2.2120 6.6222 4.3012 4.3011 4.3011 

4 1 4 2.6123 6.6590 4.3601 4.3602 4.3602 

5 1 5 2.2062 6.6204 4.3011 4.3010 4.3010 

6 2 1 3.2750 5.8463 4.4077 4.4077 4.4076 

7 2 2 3.3918 5.8544 4.4181 4.4181 4.4182 

8 2 3 2.7702 5.7966 4.3461 4.3462 4.3463 

9 2 4 3.2542 5.8455 4.4073 4.4072 4.4072 

10 2 5 2.5990 5.7983 4.3475 4.3474 4.3473 

11 3 1 2.1299 4.7596 3.3868 3.3868 3.3869 

12 3 2 2.2065 4.7681 3.4000 3.3997 3.3997 

13 3 3 1.6127 4.7020 3.3038 3.3037 3.3039 

14 3 4 2.1234 4.7591 3.3858 3.3858 3.3858 

15 3 5 1.6197 4.7027 3.3060 3.3061 3.3061 

Average 2.4879 5.7371 4.0271 4.0270 4.0270 

 

 


