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Abstract

A decision tree is one of the famous classifiers based on a recursive partitioning algorithm. This paper introduces the
Boundary Expansion Algorithm (BEA) to improve a decision tree induction that deals with an imbalanced dataset. BEA utilizes
all attributes to define non-splittable ranges. The computed means of all attributes for minority instances are used to find
the nearest minority instance, which will be expanded along all attributes to cover a minority region. As a result, BEA can
successfully cope with an imbalanced dataset comparing with C4.5, Gini, asymmetric entropy, top-down tree, and Hellinger
distance decision tree on 25 imbalanced datasets from the UCI Repository.
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1. Introduction

A  decision  tree  is  one  of  the  most  widely  used
classifiers (KDnuggets, 2011; Wu et al., 2008) mentioned
by Barros et al. (2012) and Safavian et al. (1991) for four
reasons. First, a decision tree is robust with regard to noise in
a dataset compared with other classifiers. Second, it requires
low computational cost for building a tree and classifying
new instances. Third, a decision tree can handle a dataset
with  a  multicollinearity  problem.  Fourth,  the  model  of  a
decision tree combines local decisions to represent a complex
global decision, which makes it easy to generate rules.

Many research studies rely on a decision tree to solve
problems in several areas. For examples, Yeon et al. (2010)
applied a decision tree to analyze landslide susceptibility in
Injae, Korea. Yu et al. (2010) used a decision tree to build an
energy demand modeling. In the work of Garcia et al. (2013),
they  applied  a  decision  tree  to  predict  the  prognosis  of
severe  traumatic  brain  injury  in  Brazilian  patients  from

Florianopolis City. Lee et al. (2013) used personality traits to
construct a decision tree that was used to analyze the ability
of students to win a prize.

However, a decision tree still does not cope well with
one particular type of problem: the class imbalanced problem.
This occurs in a dataset having a huge different number of
instances  among  classes.  A  classifier  tends  to  misclassify
instances from the class that has a small number of instances.
Numerous research studies are taking different approaches
to  cope  with  this  problem.  More  details  are  discussed  in
section 3.2.

Since  a  traditional  decision  tree  induction  was
designed based on a balanced dataset, it tends to have this
limitation. In our work, we focus on adapting a decision tree
induction to handle an imbalanced dataset on an algorithmic
level. A technique is proposed to remedy this situation, called
the Boundary Expansion Algorithm (BEA). This technique
aims to improve the performance of a decision tree induction
to handle the class imbalanced problem.

In  a  dataset,  a  group  of  instances  located  together
tends to be from the same class sharing the group characteris-
tics. In an imbalanced dataset, the member of minority class
instances is small, so they need to be handled carefully. By
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considering  one  dimension  at  a  time,  a  group  of  minority
instances may be split, which would in turn tear apart their
main characteristics. In order to identify this group, all dimen-
sions have to be examined at the same time. Therefore, the
idea of BEA is to maintain groups of minority class instances
in a multi-dimensional space, while a traditional decision tree
considers  only  a  single  dimension  at  a  time.  Instances  in
these groups should not be separated by any split from a
decision tree, so that their common characteristics are not
disparate. To apply this idea, BEA selects a group and creates
a boundary by expanding from a centroid. The boundary will
be  used  to  define  non-splittable  intervals  for  all  attributes
during the partitioning step. This guarantees that the dense
minority  region  will  not  be  partitioned,  while  a  traditional
decision tree induction may split it.

This paper consists of five sections. The first section
is the introduction. The second section contains related works
to the class imbalanced problem. The third section introduces
our technique. The fourth section contains all experimental
results. The last section is the conclusion and future work.

2. Related Works

2.1 Decision tree

Since our proposed algorithm is based on a decision
tree induction, a detailed description of a decision tree induc-
tion is included in this paper. A decision tree induction is an
algorithm for splitting a dataset among all attributes to guide
the decision at the leaf nodes using the current information
from all instances in a current dataset or the current internal
node.  A  tree  consists  of  multiple  connected  nodes.  Each
node represents a condition based on a selected attribute for
splitting instances into partitions. If a partition consists of
instances from the same class or reaches a stopping criterion,
it is a leaf, and it identifies all instances within that class.
After  each  iteration  the  best  split  will  be  selected  using  a
splitting  measure.  The  traditional  decision  tree  uses  an
impurity measure called Shannon’s entropy. The formula for
Shannon’s  entropy  appears  below.  Let  D  denote  a  set  of
instances. c denotes the number of classes in a whole dataset.
Dw denotes a set of instances beginning in the class w.
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All plausible values along an attribute are examined to

locate the minimum splitting entropy for the current dataset.
After that, the algorithm will select the best split among all
attributes. However, this method cannot cope with a dataset
having the checkerboard pattern as shown in Figure 1.

In 2010, a new node splitting measure was proposed
called the distinct class based splitting measure (DCSM)
(Chandra et al., 2010). This splitting measure applies the idea
of the number of distinct class of instances, which improves
the performance of a decision tree. The result of comparing
this technique with our algorithm will be shown in the fourth

section.  There  also  are  several  researches  proposed  to
improve  decision  tree  inductions,  such  as  Zighed  et  al.
(2010), Lenca et al. (2010), Chandra et al. (2011), Sinapirom-
saran et al. (2012), and Sirisomboonrat et al. (2012). The main
difference between our method and their techniques is that
our method blocks a range of values from examining as the
best split. More details are provided in section 3.

2.2 Class imbalanced problem

For a class imbalanced problem, a minority class is the
class having the smallest number of instances. A majority class
is the class having the largest number of instances. For a two-
class dataset case in this paper, a majority class and a minority
class are also represented as a negative class and a positive
class, respectively. There are two main approaches to cope
with a class imbalance. First, this problem can be handled on
a data level using a sampling method. It aims to balance the
number  of  instances  between  classes.  There  are  two
techniques of sampling: over-sampling and under-sampling.
Examples of sampling methods are SMOTE (Chawla et al.,
2002), Borderline-SMOTE (Han et al., 2005), ADASYN (He
et al., 2008), Safe-Level-SMOTE (Bunkhumpornpat et al.,
2009), and DBSMOTE (Bunkhumpornpat et al., 2012). The
second approach handles class imbalance on an algorithmic
level. A method of this approach is developed to increase
the performance in an imbalanced dataset without changing
the dataset. Since a decision tree is a widely used classifier,
there are many algorithms based on a decision tree that are
applied  to  an  imbalanced  dataset.  Zighed  et  al.  (2010)
proposed that asymmetric entropy (AE) replace symmetric
entropy as the new impurity measure. Another example is
off-centered entropy (OCE) (Lenca et al., 2010), which uses
the  probability  of  instances  for  each  class.  Then  the  new
probability is applied to Shannon’s entropy. As a result, both
AE and OCE provide the skew entropy, which favors minority

Figure 1.  Sample dataset having the checkerboard pattern.
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instances. In Dietterich et al. (1996), a top down decision tree
induction called DKM was proposed. It applies an insensitive
measure to handle the class imbalanced problem. In Cieslak
et al. (2008), they use a measure of distributional divergence
called Hellinger Distance as the splitting criteria. In our work,
we focus on adapting the decision tree induction algorithm
on an algorithmic level. The details of this will be described
in the next section.

3. Boundary Expansion Algorithm

3.1 Motivation

The traditional decision tree induction is a recursive
partitioning algorithm that splits a dataset based on a single
attribute. There are some patterns that cannot be handled by
this concept, such as the checkerboard pattern. By using
Shannon’s  entropy  as  the  splitting  measure,  all  plausible
splits yield the same entropy value. Hence, the decision tree
induction must blindly guess the best split for the dataset.
In order to handle this pattern, multiple attributes should be
considered simultaneously. Our method (BEA) was motivated
by a desire to solve the checkerboard pattern. It will make
the split at the lower or upper boundary of any cell in the
checkerboard.

Since a checkerboard pattern rarely appears in a real-
world dataset, BEA is designed to work with an imbalanced
dataset, which  frequently appears. First, it utilizes all attri-
butes simultaneously, and then it specifies a non-splittable
range along all attributes. A value in this range is prohibited
from being examined as a candidate for the best split. Each
range presents the contiguous values for a region of a unique
minority class. To allow the split in this range, therefore, a
group of minority class instances will be separated, which
will cause disparate relationships among this minority group.

BEA extends a region for positive instances that are
located together without a negative instance. These positive
instances will share the dominant characteristic of this region.
By  using  a  traditional  decision  tree  induction,  there  is  a
chance to split this positive group if it generates the largest
entropy gain. BEA will be described in more detail in the next
section.

3.2 Boundary expansion algorithm

BEA  identifies  the  boundary  from  a  centroid  of
positive instances. A positive centroid (PC) is defined as a
positive instance that is the nearest neighbor of a pseudo-
positive centroid (PSC). PSC combines the mean values of
positive instances from all attributes. Let n denote the number
of instances in a dataset. Then for each attribute j,
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At each iteration, BEA expands the boundary, called

positive boundary, from PC for each attribute j th. It decreases

a single  step from PCj toward the lower bound and at the
same time, it increases a single  step from PCj toward the
upper bound.  is set as the shortest distance between any
two instances. Let   be computed by the following, in which
xl, j and xk, j denote instance l th and instance k th for an attribute
jth (l  k).

  min  min l , j k , j
j l ,k

| x – x | 

The global upper bound and the global lower bound of
the whole dataset are defined by the maximum and minimum
values  of  all  positive  instances  from  all  attributes.  These
global  boundaries  are  represented  by  pseudo  instances
called Ppmax and Ppmin. These two pseudo instances combine
the boundaries of all attributes from all positive instances.
For an attribute j th, Ppmax, j denotes the upper bound, and Ppmin,

j denotes the lower bound. They are defined as the following,
in which pi, j denotes a positive instance for an instance i th

and attribute j th.
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The expansion will stop when it meets one of following
two criteria: (1) Negative instances are included within the
boundary and (2) The boundary reaches the global upper
bound or global lower bound. For example, in Figure 2, Ppmax is
(0.7, 0.7). Ppmin is (0.4, 0.4). Therefore, the boundary will cover
only positive instances. Our idea is that the group of positive
instances within the ranges of this boundary should not be
separated by any split. Therefore, all values lying within this
range will not be selected for a split; they are called non-
splittable values. A decision tree will be constructed without
including  these  non-splittable  values  into  the  tree.  For
example, in Figure 3, positive instances are located within
a circular area. The region of positive instances could not be
captured by a single rectangle as shown in Figure 2. In this
case, BEA constructs the minority boundary by using the
rectangle  inside  the  circle.  Since  the  rectangle  inside  the
circle consists of only positive instances, it should not be
separated. BEA then uses a split measure to decide the best
split. It is possible that the best split might be around the
border  of  the  circle,  which  is  handled  by  a  decision  tree
induction.

The details of BEA are shown below.

Boundary Expansion Algorithm
Input: A dataset (D) including positive class instances and
negative class instances
Output: Positive Upper Bound (UPB) and Positive Lower
Bound (LPB)

1. Compute Positive Centroid (PC)
2. Compute 
3. Set initial value for UPB and LPB equal to PC
4. Set the number of iteration (r) = 0
5. While LPB  Ppmin and UPB  Ppmax and nTotal=0
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6. For attribute (j) in UPB and LPB
7. UPB r

 j
   =  UPB r-1

 j  +  
8. LPB r

 j   =   LPB r-1
 j  +  

9. End For
10. nTotal = number of negative instances in

positive boundary
11. r = r + 1
12. If nTotal = 0
13. UPB  =  UPB r

14. LPB  = LPB r

15. End If
16. Loop
17. Return UPB and LPB
BEA  yields  the  positive  upper  bound  (UPB)  and

positive lower bound (LPB) for all attributes. These bounds
will  be  applied  to  the  decision  tree  induction.  The  splits
between UPB and LPB are prohibited. Hence, the algorithm
for a decision tree applying BEA is shown below.

Figure 2.  Demonstration of Boundary Expansion Algorithm.

Figure 3.  BEA on a dataset with positive instances located in a circle shape.
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Decision Tree Induction applying BEA
Input:  A dataset (D) including positive class instances and
negative class instances
Output: A decision tree

1. Create a root node
2. If all instances are in the same class then
3. Return node labelled as that class
4. Find UPB and LPB for all attributes by using BEA
5. For each attribute j in D
6. S = the set of values in an attribute j
7. S_BEA = the set of values in S which excludes

all values between UPB and LPB
8. Select the best split for attribute j from S_BEA
9. End For
10. Separate instances into partitions corresponding

to the selected attribute
11. Recursive for each partition
The  result  of  a  decision  tree  applying  BEA  will  be

presented in the next section.

4. Experimental Results

The experiments were performed on 25 datasets from
the  UCI  repository  (Blake  et  al.,  1998).  All  datasets  are
validated by ten-fold cross-validation. In order to apply BEA,

multiple-class  datasets  are  transformed  to  binary-class
datasets as one-against-all, having the target class in the first
part of the third column in Table 1. Then rest of the classes
represents a negative class as shown in the second part of
the same column. In Table 1, the first column presents the
number of datasets. The second column contains the dataset
names. The third column consists of the first part showing
the names of the original classes that selected as a positive
class and the second part presenting the names of original
classes that selected as a negative class. The fourth column,
the  fifth  column,  and  the  sixth  column  are  the  number  of
attributes,  the  number  of  instances,  and  the  percent  of
positive class instances, respectively. All codes (C4.5, Gini,
DCSM, AE, DKM, HDDT, and BEA) were implemented in
MATLAB.

4.1 Performance measure and evaluation

In the experiment, the F-measure (Buckland & Gey,
1994)  and  geometric  mean  are  used  as  the  performance
measures. The formula of F-measure is as follows: TP denotes
the number of true positive instances; FP denotes the number
of false positive instances; FN denotes the number of false
negative instances. In the experimental result,  is 1.

Table 1. Dataset characteristics.

No.            Datasets Positive Class / #Attributes #Instances %Positive
Negative Class

1 Page Blocks 1 / The rest 10 5473 0.51 %
2 Thyroid 3 / The rest 21 720 2.36 %
3 Letter A / The rest 16 20000 3.95 %
4 Abalone 18 / 9 8 731 5.75 %
5 Glass(5) 5 / The rest 9 214 6.07 %
6 Cleveland 0 / 4 13 173 7.51 %
7 LED Display Domain 0, 2, 4, 5, 6, 7, 8, 9 / 1 7 443 8.35 %
8 Vowel 0 / The rest 13 988 9.11 %
9 Ecoli(imU) imU / The rest 7 336 10.42 %
10 Fertility O / The rest 10 100 12.00 %
11 Breast Tissue con / The rest 10 106 13.21 %
12 Segmentation 1 / The rest 19 2310 14.29 %
13 Ecoli(pp) pp / The rest 7 336 15.48 %
14 Vertebral Column DH / The rest 6 310 19.35 %
15 Transfusion 1 / The rest 4 748 23.80 %
16 Parkinsons 0 / The rest 10 195 24.62 %
17 Haberman 2 / The rest 3 306 26.47 %
18 Wine 3 / The rest 13 178 26.97 %
19 Yeast CYT / The rest 8 1484 31.20 %
20 Glass(1) 1 / The rest 9 214 32.71 %
21 Seeds 2 / The rest 10 210 33.33 %
22 Waveform 2 / The rest 21 5000 33.92 %
23 Pima 1 / The rest 8 768 34.90 %
24 Inonosphere b / The rest 34 351 35.90 %
25 Wisconsin BC M / The rest 30 569 37.26 %
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For the geometric mean, the formula is as follows:
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For evaluation, the Friedman test is a non-parametric
statistical test that is suitable for the comparison of classifiers
(Dem¡sar,  2006).  Therefore,  our  experimental  results  are
compared using the Friedman test with a significance level
of  =  0.05.

4.2 Experimental results

The experiment shown in Table 2 is the comparison of
C4.5, Gini, DCSM, AE, DKM, HDDT, and BEA by F-measure.
For  each  dataset,  all  techniques  are  ranked  by  F-measure
values,  which  are  shown  in  the  blanket  after  them.  BEA
provides the best average ranking over all datasets at 2.00.
The  second  and  third  best  average  rankings  are  AE  and
DCSM at 2.88 and 3.08, respectively. For the Friedman test,
BEA yields a significant improvement over C4.5, Gini, AE,
DKM,  and  HDDT  for  imbalanced  datasets  compared  with
F-measure at a 0.05 significance level.

In Table 3, all techniques are ranked by geometric
mean values, which are shown in the blanket after the name.
BEA provides the best average ranking over all datasets at
2.12. The second and third best average rankings are AE and
Gini at 2.88 and 3.08, respectively. For the Friedman test, BEA
yields a significant improvement over C4.5, Gini, AE, DKM,
and HDDT for imbalanced datasets compared with the geo-
metric mean at a 0.05 significance level.

From our experimental results, BEA provides better
performance  than  other  techniques  using  F-measure  or
geometric mean, especially in the abalone, vowel, ecoli, and
vertebral column datasets. However, it yields unsatisfactory
performance in the wine and the transfusion datasets. BEA
attempts to locate a group of contiguous minority instances
and utilizes this information to determine the best split. In the
wine and transfusion datasets, minority instances are not
formed  into  significant  groups  without  including  some
majority instances. This causes BEA to generate scattered
unsplittable  ranges.  Therefore,  BEA  would  not  gain  the
benefit from these datasets. In contrast, if minority instances
are formed in large contiguous groups, BEA will utilize this
information  to  help  determine  the  best  split.  Accordingly,
BEA tends to yield improvement in these datasets.

5. Conclusions and Future Work

There are limitations of using a decision tree, such as
the handling of an imbalance dataset. Our research developed
new methodology for building a decision tree. It protected
the minority range from all attributes to avoid the splitting of

the minority group. Our experiments showed that BEA yields
better performance over C4.5, Gini, AE, DKM, and HDDT for
imbalanced datasets compared with the F-measure.

BEA  requires  additional  computational  time  for  a
boundary expansion process, which must be computed at
every  step  due  to  the  centroid  update.  However,  like  all
methods on an algorithmic level, BEA does not change the
distribution  of  datasets.  As  a  result,  it  does  not  have  to
process new instances or build more complex classifiers.

For F-measure comparison on an imbalanced algo-
rithm,  BEA  provides  better  performance  than  asymmetric
entropy. One main disadvantage of using asymmetric entropy
is found in selecting the appropriate parameter for a dataset.
If a given parameter is not suitable, using asymmetric entropy
can affect the performance of the decision tree significantly.
Because it is a parameter-free method, BEA does not have
this weakness.

BEA can cope with an imbalanced dataset as shown
in the experimental results. However, it may not be able to
handle the spreading of minority instances that do not form a
group. Therefore, BEA will capture each instance separately
and  may  not  improve  the  performance  of  a  decision  tree
induction in this case.

For future work, the computational time of BEA can
be improved by utilizing a previously computed centroid.
If the expansion starts at the appropriate centroid, the com-
putational  time  should  be  dropped.  Moreover,  it  can  be
applied directly with other impurity measures, such as Gini,
DCSM, and asymmetric entropy to improve the performance.
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