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Abstract 
 

Chemical Oxygen Demand (COD) is a water quality parameter that shows the amount of oxygen used to oxidize 

organic substances. Seawater high in chloride ions can have interference with direct COD measurements unless the chloride 

concentration is below 2,000 mg/L. In general, silver nitrate (AgNO3) solution is used to mask the chloride interference in 

seawater. In this study, masking of chloride ions was carried out in seawater samples by using a 10.8% AgNO3 concentration. 

The developed method was linear over the 0-50 ppm concentration range. The limits of detection (LOD) and quantification 

(LOQ) were found to be 0.944 mg/L and 0.962 mg/L, respectively. Meanwhile, the robustness was found to be 2.905 mg/L. 
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1. Introduction  
 

Although often perceived as pretty ordinary, water 

is a most remarkable substance (Hermawan et al., 2023). Life 

could not have evolved without water because for  drinking, 

washing, and cooking we need water (Hasanah et al., 2020). 

 
Oxygen demand is an important parameter indicating the 

concentration of organic contaminants because the 

degradation of organic compounds requires oxygen. Three 

parameters can be used for this purpose, namely the chemical 

oxygen demand (COD), biological oxygen demand (BOD), 

and total organic carbon (TOC). Among these, COD has 

advantages in speed and ease of determination (Carbajal-

Palacios, Balderas-Hernández, Roa-Morales, & Ibanez, 2017). 

COD is the number of oxygen equivalents required to oxidize 

the organic components in a sample (Li, Luo, He, Xu, & Lyu, 

2018; Yao, Wang, & Zhou, 2014). 
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COD values are usually determined by oxidizing 

organic matter with potassium dichromate (K2Cr2O7) as the 

source of oxygen, the oxidizing agent (Wang, Wang, & Dong, 

2018). The oxygen consumed is equivalent to the dichromate 

required to oxidize the water sample. The dichromate ion in 

this reaction will be reduced to a chromate ion. The COD 

value is then determined by looking at the residual dichromate 

ion amount or the amount of chromate ions formed by 

completed reactions (Yang, Liu, & Yang, 2009). However, 

COD measurement can be perturbed by oxidized inorganic 

compounds, including ferrous, sulfide, manganese, nitrite, 

ammonia, and halogen ions. Such interference can result in 

negative errors. Usually, wastewater and seawater have high 

chloride concentrations (Kolb, Bahadir, & Teichgräber, 2017). 

This research aims to mask high Cl- levels in seawater 

samples so that COD can be measured directly. 

The principle of COD measurement is the oxidation 

of organic pollutants by dichromate. If there are Cl- ions, 

oxidation is disrupted because dichromate prefers Cl- over 

organic pollutants, so a masking agent is needed for Cl- 

(Cardona, Park, & Lin, 2016; Geerdink, Sebastiaan van den 

Hurk, & Epema, 2017). Several studies were successful in 

preventing Cl- interference: mercury sulfate (HgSO4), as a 

masking agent for industrial wastewater, was added to pure 

samples at a ratio of 10:1 at 150-175 rpm, and centrifugation 

for 20 minutes effectively resulted in an estimated sample 

COD of 35,000 mg/L (Gnanavelu, Shanmuganathan, Deepesh, 

& Suresh, 2021). The main disadvantage of mercury sulfate is 

that it is very toxic, particularly when used in large quantities. 

Mercury salts in the waste solution are difficult to dispose of 

and will cause secondary environmental pollution.  

An earlier study on silver sulfate (Ag2SO4) was able 

to achieve an efficiency of 94% and fulfilled the Hg-free test 

efficiency of 96%. This mercury-free COD test is feasible for 

water samples with a maximum chloride concentration of 500 

mg/L. Meanwhile, the average seawater chloride content is 

19,400 mg/L. Hence,  this method is considered less accurate 

when measuring seawater samples (Kishimoto & Okumura, 

2018). Based on previous research, AgNO3 is able to 

precipitate Cl- at more than one thousand ppm in the seawater 

matrix, which is a high Cl- level (Pertiwi, Purwanti, & 

Widagdo, 2022). 

COD measurement can be carried out using open or 

closed reflux. Open reflux is not chosen because it requires a 

longer time (Yadvika, Yadav, Sreekrishnan, Satya, & Kohli, 

2006). The titrimetric method has been used with the help of 

microwave digestion, but the results are less accurate than 

those of spectrometry (Chen, Tzeng, Tien, & Wu, 2001). 

Therefore, in this research, AgNO3 will be used with the 

closed reflux method and then measured with the 

spectrometric method (Santos et al., 2022). The parameters 

studied include concentration and volume of Ag+ and 

centrifugation time to reduce the Cl- concentration in seawater 

samples. Then, it is necessary to validate the developed or 

modified procedure. Method validation has been carried out 

including determinations of linearity, precision, accuracy, 

LOD, LOQ, and robustness. 

 

2. Materials and Methods 
 

The apparatus used in this study includes glassware 

commonly used in chemistry laboratories and a centrifuge 

tube, water quality meter, COD reactor, digestion tube, 

cuvette, and UV-Vis Thermo-Scientific Genesys 20 Visible 

Spectrophotometer. The following chemical were purchased 

from Merck, Darmstadt, Germany: AgNO3, K2CrO4, K2Cr2O7, 

Ag2SO4, HgSO4, H2SO4, and HOOCC6H4COOK (potassium 

hydrogen phthalate/PHP). Sea water sampling was carried out 

in Muara Angke, Pluit, Penjaringan, and North Jakarta City, 

Indonesia. 

 

2.1 Determination of the initial chloride  

      concentration in seawater samples 
 

The Cl- ion determination was done after measuring 

seawater samples' initial pH, electrical conductivity, and 

salinity. Seawater was diluted 1000 fold. The sample was then 

put into a 250 mL Erlenmeyer flask, and 1 mL of K2CrO4 was 

added as an indicator. Determination of chloride concentration 

was done by argentometric titration with a standardized 

0.0141 N AgNO3 solution until a reddish-yellow colour was 

formed as the endpoint (Rahmawati & Tanjung, 2020). The 

following calculation gives the chloride concentration: 
 

Cl (mg/L) = 
(A-B) x N x 35450 

x DF (1) 
V 

 

A = AgNO3 volume used when titrating the sample 

B = AgNO3 volume used during blank titration 

N = Normality of AgNO3 solution 

V = Sample volume 

DF = Dilution factor 

 

2.2 Digestion solution and potassium hydrogen  

      phthalate (PHP) preparation 
 

The digestion solution was prepared by adding 

1.022 g of K2Cr2O7, which had been dried at 150°C for 2 

hours, into 500 mL of distilled water (Zupančič & Roš, 2012). 

Then, 167 mL of concentrated H2SO4 and 33.3 g of HgSO4 

were added to the solution. The solution was homogenized, 

cooled at room temperature, and then diluted to 1000 mL. 

PHP standard solution was prepared by grinding PHP and 

then drying it to a constant weight at 110°C. A 425 mg 

amount of PHP was dissolved in organic free water and 

measured in a 1000 mL volumetric flask (stored at 4±2 °C), 

and this can be used for up to 1 week if there is no microbial 

growth. PHP standard solutions were made with 0, 5, 20, 40, 

and 50 mg/L concentrations.  

 

2.3 Un-spiked and spiked samples  
 

The Cl- ion concentration below 2,000 mg/L was 

pipetted for the un-spiked sample to get the supernatant. It 

was transferred into a 10 mL vial to precipitate the remaining 

solids without being filtered. The spiked sample was prepared 

by adding known analyte solutions. A 4 mL amount of 500 

mg/L of PHP standard solution was pipetted into a 100 mL 

flask. The flask was then calibrated using seawater to prepare 

the sample using PHP with a COD equivalent of 20 mg/L. The 

Ag+ was added to the solution and centrifuged at the optimum 

conditions. The centrifuged supernatant was pipetted and 

transferred to a vial without being filtered. 
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2.4 Digestion process  
 

A 2.5 mL sample was pipetted into the digestion 

tube. Digestion and sulfuric acid solutions were added in 

amounts of 1.5 and 3.5 mL, respectively. The tube was closed, 

and the solution was homogenized before finally placing it in 

the COD reactor, which had been heated at 150°C for 2 hours. 

 

2.5 Data analysis 
 

After digestion process, samples were measured for 

absorbance using a UV-Vis spectrophotometer at a 

wavelength of 420 nm. The linearity of response was assessed 

from correlation of concentration (x-axis) and absorbance (y-

axis). The slope (s), intercept (i), and correlation coefficient 

(r) were calculated. For measuring the precision, 

measurements were repeated seven times, and the analysis 

results assessed were the standard deviation and the relative 

standard deviation RSD (Equation 2). The results obtained 

were compared with Horwitz RSD as the standard. 

 

% RSD = 
SD 

x 100%< (0,67)21-0, 5logC (2) 
x̄ 

Where 

SD = standard deviation 

x̄ and C = mean 

Accuracy is obtained by recovering the spiked 

sample concentration from the un-spiked sample (Equation 3). 

 

%R = 
Concentrationobtained 

 (3) 
Concentrationtheory 

 

Limit of Detection (LOD) and Limit of 

Quantification (LOQ) were determined from blank 

measurements (Armbruster & Pry, 2008). The LOD is the 

concentration of the blank average plus three times the 

standard deviation, while the LOQ is obtained from the 

average blank and ten times the standard deviation (Saadati et 

al., 2013). LOD and LOQ are defined by Equations  4 and 5. 

 

LOD = x̄ + 3SD                (4) 

 

LOQ = x̄ + 10SD                (5) 

 

3. Results and Discussion 
 

3.1 The initial Cl- concentration 
 

AgNO3 is used as a chloride masking agent in 

seawater samples. The initial seawater samples have a pH of 

7.32 and an electrical conductivity of 36.8 mS/cm. The data 

shows that seawater samples meet the criteria for average 

seawater having a pH of 7 – 8.5, and electrical conductivity of 

saltwater in the range of 15 – 50 mS/cm (Assiry, Gaily, 

Alsamee, & Sarifudin, 2010). 

The initial Cl- concentration was determined by the 

Mohr method, with dilute K2CrO4 used as the indicator. 

Possible reactions that occur during the titration are as 

follows: 

 

NaCl (aq) + AgNO3 (aq)  AgCl (s) + NaNO3 (aq) 

                  (6) 

2 AgNO3 (aq) + K2CrO4 (aq)  Ag2CrO4 (s) +  

     2 KNO3 (aq)    (7) 

 

The analyte forms a white silver chloride precipitate 

based on the first reaction above. Then, the endpoint of the 

titration is reached when a red colour has formed. AgNO3 as 

the titrant has gone through a standardization process. In this 

research, NaCl solution was used because it is a primary 

standard solution with high purity and stability and is not 

easily oxidized. The Cl- concentration was 18,443.22 ppm or 

1.8%. 

 

3.2 Optimization of chloride masking 
 

The three variables Ag+ concentration (3.6%; 7.2% 

or 10.8%), the volume of Ag+ 1.5 mL (orange bar) or 3.0 mL 

(blue bar), and centrifugation time (10, 15, or 25 minutes) 

were optimized. Figure 1A displays the decrease in Cl- 

concentration by adding an Ag+ masking solution with a 

concentration of 3.6%. Adding 1.5 mL of Ag+ masking 

solution resulted in the weakest reduction in Cl-. It can be seen 

that the Cl- is still high at 13,800, 12,570, and 12,430 ppm in 

3.6% Ag+; at 11,350; 11,250, and 10,750 ppm in 7.2% Ag+; 

and at 7,800; 7,500, 7,400 ppm in 10.8% Ag+. Meanwhile, 

with 3 mL of Ag+ the Cl concentration decreased. Using 3 mL 

of Ag+ as a masking solution was the best choice. 

Figure 1B shows the reduction of Cl- in seawater 

using 7.2% of Ag+. When the volume of Ag+ used was 

increased from 1.5 mL (orange bar) to 3 mL (blue bar), there 

was an increase in the ability of Ag+ to reduce Cl-. An Ag+ 

volume of 3 mL was better than 1.5 mL in reducing Cl- levels. 

This shows that the effect of volume on the reaction rate in 

this study is more significant when compared to the effect of 

concentration. Reducing the Cl- using 3 mL of Ag+ at 7.2% is 

still better than 1.5 mL. This is possibly because more 

collisions between molecules occur with increased volume. 

However, the Cl- was still above 2,000 mg/L. After adding 3 

mL Ag+ at 10.8%, the Cl- concentration was reduced to below 

2,000 mg/L. It can be seen in Figure 1C that under these 

conditions, with a centrifugation time of 10, 15, and 25 

minutes, the Cl- was 1,400, 800, and 390 mg/L. The longer 

centrifugation time significantly affected the decrease in Cl-. 

Silver chloride (AgCl) was more completely separated from 

the supernatant as the centrifugation time was longer.  

 

3.3 Validation of methods 
 

A linearity determination was carried out to assess 

the relationship between analyte concentration and absorbance 

(Moosavi & Ghassabian, 2018). This linearity determination 

used 10-50 mg/L potassium hydrogen phthalate (PHP) 

concentrations as the COD standard solution. The standard 

PHP solution, when oxidized in the digestion process by 

dichromate, produces Cr3+. The absorbance of a standard 

COD solution that is less than or equal to 90 mg/L is 

determined by the remaining Cr6+. 

Based on Figure 2, it can be seen that the higher the 

concentration of PHP, the lower the absorbance. The resulting 

curve is decreasing with R2 of 0.9953. So, the higher the 

concentration of PHP, the less there are residual Cr6+ ions 

from potassium dichromate because they have been used in 

oxidation. This agrees with previous research (Cadena et al., 
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Figure 1. Optimization of Cl- reduction with Ag+ solutions at 3.6% 

(A), 7.2% (B), and 10.8% (C) with the volume of Ag+ 0 

(blue bar), 1.5 mL (orange bar) and 3 mL (grey bar) 

 

 
 

Figure 2. Potassium hydrogen phthalate (PHP) standard linear 
regression fit 

 

2011). 

Precision is divided into three aspects: intra-

repeatability, internal, and external reproducibility. 

Repeatability measures the diversity of test results on the 

same samples, analysts, determination methods, materials, 

equipment, and laboratories in a short time. External 

reproducibility uses different laboratories and analysts, while 

internal reproducibility precision can be carried out by one 

analyst within the same laboratory. In this research, the 

precision focus chosen is intra-reproducibility. Determinations 

are done in the same laboratory and test samples but with 

different methods, chemicals, equipment, analysts, and time. 

The precision related measurements were repeated 

seven times. Then, the calculation of the standard deviation 

(SD) and relative standard deviation (%RSD) across the 

samples was done (Figure 3 and Table 1). The requirement for 

precision acceptance is by a comparison between %RSD and 

2/3 %CV Horwitz, where %RSD must be less than or equal to 

2/3 %CV Horwitz (Juliasih, Hidayat, Pirdaus, & Rinawati, 

2021).  

The calculation the standard deviation follows 

applicable statistical theory, while the %RSD is obtained by 

dividing the standard deviation by the average value. The 

%RSD obtained from the test results is then evaluated to 

ensure it does not exceed the precision acceptance limit. The 

limits used in precision tests generally use the William 

Horwitz equation or %CV Horwitz namely %CV Horwitz = 2 

(1-0.5 log C). Because the concentration is expressed in mg/L 

(ppm), it must be multiplied by 10-6 when entered into the 

Horwitz equation. 

Accuracy is obtained by calculating the recovery %. 

It can be calculated by comparing the difference between the 

measured analyte and target concentrations. The measured 

concentration was obtained by measuring the spiked sample 

concentration (the sample with the addition of 20 ppm PHP). 

The results of the accuracy study can be seen in Figure 4. 

According to the concentration measurement results for each 

measured and target sample, the recovery found was 97.96% 

(Table 2). These results indicate that the test method used has 

high accuracy and is within the validation acceptance range 

(85-115%) (Gniazdowska, Goch, Giebułtowicz, & Rudzki, 

2022). 
 

 

 
 

Figure 3. Spiked and un-spiked sample precision studies 

 
Table 1. Precision study of spiked and un-spiked samples 
 

 Spiked Un-spiked 

   

Average of absorbance 0.887 0.928 
Average of concentration (mg/L) 21.952 2.361 

Standard deviation (SD) 1.527×10-3 1.345×10-3 

%RSD 1.722×10-1 1.449×10-1 
%CV Horwitz 10.051 14.059 

2/3 %CV Horwitz 6.7006 9.3731 

Conclusion acceptable acceptable 
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Figure 4. A comparison between spiked and un-spiked cases for 

accuration determination 

 
Table 2. A comparison of spiked and un-spiked sample 

concentrations for accuration study 

 

The average of spiked concentration (C1) 21.952 mg/L 

  

The average of unspiked concentration (C2) 2.361 mg/L 
C1-C2 19.592 mg/L 

%Recovery 97.96% 

The acceptance requirement 85-115% 
Conclusion Acceptable 
  

 

The limit of detection (LOD) is the lowest 

detectable concentration of analyte. Meanwhile, the LOQ is 

the lowest concentration that can be measured quantitatively. 

The calculation (Table 3) shows that the limit of detection 

(LOD) is 0.944, which indicates that the UV-Vis 

spectrophotometer instrument can still read the smallest value 

of the analyte contained in the sample. The quantification 

limit (LOQ) is 0.962. It shows that the analyte can be 

quantified precisely and accurately if its level is above 0.962 

mg/L. 
 

Table 3. LOD and LOQ analyses 

 

The average of blank concentration (mg/L) 0.937 
  

Deviation standard 0.002573 
LOD (mg/L) 0.944 

LOQ (mg/L) 0.962 
  

 

Robustness of a method relates to its capability to 

remain unaffected by small changes and variations of 

parameters and still perform well under normal conditions. 

The robustness test was carried out by varying changes in Ag+ 

volume. It was done because Ag+ volume contributed the most 

to chloride masking. Thus, the volume of Ag+ used during 

optimization was initially 3 mL, reduced by 0.2 mL to 2.8 mL. 

Besides the volume of Ag+, the Ag+ concentration and 

centrifugation time were also varied. The concentration of Ag+ 

used was 10% with a centrifugation time of 20 minutes. The 

absorbance of the robustness sample was measured using a 

UV-Vis spectrophotometer to determine the chloride 

concentration after being treated with the variations. 

The COD concentration of the robustness sample 

was measured on seven repetitions, as shown in Table 4 and 

Figure 5. The average measurement was 2.905 mg/L. This 

value has a difference of 0.544 mg/L with the un-spiked 

sample, which has an average COD measurement of 2.361 

    
 

Figure 5. The robustness of sample concentration measurements 

 

Table 4. F- and t-test analyses for robustness 
 

 F-test T-test 

   

Variable total (k) 4 - 

Repetitions (n) 7 7 

The average of Cl- un-spiked 
sample (X1) 

2.361 mg/L 2.361 mg/L 

The average of Cl- sample 

robustness (X2) 

2.905 mg/L 2.905 mg/L 

The combination of standard 

deviation 

- 0.49 

Standard deviation of un-
spiked sample (SD1) 

0.64 - 

Standard deviation of 

robustness sample (SD2) 

0.27 - 

Fcalculated (SD1
2/SD2

2) 5.43  

Ftable (F(0.05;3;3)) 9.27  

Tcalculated - 2.06 
Ttable - 2.17 

The conclusion of F dan T-test Fcalculated ≤  Ftable Tcalculated<Ttable 

Acceptable Acceptable 
   

 

mg/L. After obtaining these results, an analytical assessment 

of the precision and accuracy should be conducted to evaluate 

methodological changes. The F-test is commonly used to 

determine the precision of two independent data sets. 

Table 4 shows that the F-test for precision is carried 

out by comparing the results of the squares of the two 

standard deviations of the test repetition results, both the 

results from the un-spiked sample and the robustness sample. 

The two measured types of repetition results have a precision 

that is not significantly different if the value of F-calculated ≤ 

F-table at the commonly used confidence level of 95% (α = 

0.05). Through these provisions, the value of robustness 

research was obtained from table F for (0.005;3;3), which was 

9.28, while for F-count, the value was 5.44. The F-test results 

show that the two conditions' precision is accepted because F-

count ≤ F-table. 

The response effects on accuracy were also assessed 

to analyze the robustness test results (Table 4). Accuracy 

response can be studied by comparing the dataset of repeated 

test results through the t-test. So, the value for t(0.05;12) is 2.18, 

while the t-calculated obtained is 2.07. The t-test shows that 

the two conditions' accuracy is accepted because t-calculated 

≤ t-table at a 95% confidence level (α=0.05). Robustness tests 

indicate that the test method is not affected by small changes 

and variations but continues to perform well. It is supported 

by the results of the F-test for precision and the t-test for 

robustness of sample accuracy. 
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4. Conclusions 
 

Chloride in the seawater sample was successfully 

masked within the lower range from 18,443 mg/L to 390 

mg/L. The optimum conditions for AgNO3 masking were a 

concentration of 10.8% of the AgNO3 solution, a volume of 3 

mL, and a centrifugation time of 25 minutes. It has a Cl- 

concentration below 2,000 mg/L. The linearity test gave a 

correlation coefficient of 0.9953; the precision parameters had 

yield %RSD of 0.17% for spiked samples and 0.14% for un-

spiked samples; the accuracy showed that the spiked sample 

with a COD concentration of 21.95 mg/L and the un-spiked 

sample of 2.361 mg/L produced a recovery % of 97.96%; the 

limits of detection (LOD) and quantification (LOQ) obtained 

were 0.944 mg/L and 0.962 mg/L respectively; and the 

robustness resulted in a COD concentration of 2.905 mg/L 

with precision and accuracy responses not significantly 

different through the f-test and t-test. Each validation test gave 

values within acceptable limits. 
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