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Abstract
Hukharnsusatrue, A.
A comparison on parameter-estimation methods in multiple regression

analysis with existence of multicollinearity among independent variables
Songklanakarin J. Sci. Technol., 2005, 27(6) : 1311-1325

The objective of this research is to compare multiple regression coefficients estimating methods with
existence of multicollinearity among independent variables. The estimation methods are Ordinary Least
Squares method (OLS), Restricted Least Squares method (RLS), Restricted Ridge Regression method (RRR)
and Restricted Liu method (RL) when restrictions are true and restrictions are not true. The study used
the Monte Carlo Simulation method. The experiment was repeated 1,000 times under each situation. The
analyzed results of the data are demonstrated as follows.

CASE 1: The restrictions are true.

In all cases, RRR and RL methods have a smaller Average Mean Square Error (AMSE) than OLS
and RLS method, respectively. RRR method provides the smallest AMSE when the level of correlations is
high and also provides the smallest AMSE for all level of correlations and all sample sizes when standard
deviation is equal to 5. However, RL method provides the smallest AMSE when the level of correlations is
low and middle, except in the case of standard deviation equal to 3, small sample sizes, RRR method provides
the smallest AMSE.
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The AMSE varies with, most to least, respectively, level of correlations, standard deviation and
number of independent variables but inversely with to sample size.

CASE 2: The restrictions are not true.

In all cases, RRR method provides the smallest AMSE, except in the case of standard deviation equal
to 1 and error of restrictions equal to 5%, OLS method provides the smallest AMSE when the level of cor-
relations is low or median and there is a large sample size, but the small sample sizes, RL method provides
the smallest AMSE. In addition, when error of restrictions is increased, OLS method provides the smallest
AMSE for all level, of correlations and all sample sizes, except when the level of correlations is high and
sample sizes small. Moreover, the case OLS method provides the smallest AMSE, the most RLS method has
a smaller AMSE than RRR and RL methods when the level of correlations is low or median and sample sizes
are large.

The AMSE varies with, most to least, respectively, error of restrictions, level of correlations, standard
deviation and number of independent variables but inversely with to sample sizes, except that error of
restrictions does not affect AMSE of OLS method.

Key words : multicollinearity, Ordinary Least Squares, Restricted Least Squares,
Restricted Ridge Regression, Restricted Liu
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Table 1. AMSE of multiple regression coefficient estimators, in case the distribution of error is normal
distribution, number of independent variables equals 3 and restrictions are true.

Standard deviation

Level

of n o=1 co=3 c=5

Corr. OLS RLS RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.04251 0.03795 0.03707 0.03702% 036061 032156 030370 0.30338% 1.01281 0.92879 0.78402% 0.79834
50 002119 0.01913 0.01898 0.01897* 0.18870 0.17212 0.16301 0.16290% 0.51973 0.47812 0.43020% 0.43379
100 0.00970 0.00916 0.00915 0.00913% 0.08928 0.08247 0.08085 0.08081% 0.24579 0.22908 0.21904% 0.21944

middle 30  0.06239 0.05755 0.05307 0.05287% 0.54152 0.48798 0.40955% 0.41046 1.50979 1.36884 1.06089% 1.09391
50 0.03060 0.02862 0.02686 0.02683% 027536 024859 0.22005 0.21994% 0.76490 0.69052 0.57320% 0.58404
100 0.01495 0.01413 0.01359 0.01358% 0.13457 0.12360 0.11651 0.11639% 0.37382 0.34333 0.31024% 0.31243

high 30 0.19453 0.18792 0.11464% 0.11827 1.75379 1.69127 0.94105% 0.97416 4.88831 4.69798 2.55004% 2.68051
50 0.08655 0.08366 0.06181% 0.06323 075196 072596 0.48648% 0.50058 2.08878 2.01655 1.29194% 1.34060
100 0.04818 0.04729 0.03674% 0.03727 0.39959 0.38964 0.29485% 0.30632 1.10441 1.08234 (.78423* 0.81619

n = sample size; OLS =

Ordinary Least Squares method; RLS = Restricted Least Squares method;

RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.

* indicates the method providing the smallest AMSE.
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Table 2. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 5 and restrictions are true.

Standard deviation

Level

of n o=1 o=3 c=5

Corr. OLS RLS RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.05558 0.04746 0.04609 0.04599% 0.50020 042716 0.36293* 036341 1.38943 1.18656 0.91540% 0.94256
50 0.02558 0.02272 0.02256 0.02254% 0.23021 020450 0.19348 0.19334% 0.63948 0.56805 0.50669% 0.51203
100 0.01257 001124 001121 0.01120% 0.11313 0.10113  0.09884 0.09879% 0.31425 0.28092 0.26683* 0.26755

middle 30  0.07710 0.07116 0.06486 0.06455% 0.69391 0.64041 0.47606% 0.47875 1.92752 1.77891 1.20981% 1.26051
50 0.03767 0.03386 0.03147 0.03143% 031200 029034 0.25625% 0.25640 0.86667 0.80650 0.66107* 0.67557
100 0.01800 0.01693 0.01615 0.01614* 0.15656 0.14693 0.13817 0.13805% 0.43489 0.40813 0.36655% 0.36953

high 30 022989 0.22249 0.12881% 0.13334 2.06905 2.00241 0.99091% 1.03224 5.74736 5.56224 2.65626% 2.81050
50 0.11353 0.11025 0.07564* 0.07730 0.93180 0.90223 0.57046% 0.58990 2.58832 2.50619 1.50126% 1.56295
100 0.05932 0.05784 0.04414% 0.04470 047990 046652 0.34610% 0.35341 133305 1.29588 0.91312% 0.94034

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.

* indicates the method providing the smallest AMSE.

Table 3. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 3 and error of restrictions equals 5%.

Standard deviation

Level

of n c=1 c=3 c=5

Corr. OLS RLS RRR RL OLS RLS  RRR RL OLS RLS RRR RL

low 30 0.04251 0.03997 0.03972 0.03972% 0.36061 0.32366 0.30974 0.30909% 1.01281 0.93096 0.79268% 0.80584
50 0.02119 0.02114 002112 0.02112% 0.18870 0.17422 0.16664 0.16651%* 0.51973 048031 0.43537% 0.43853
100 0.00970% 0.00971 0.00973 0.00972 0.08928 0.08443 0.08347 0.08344% 0.24579 023108 0.22260% 0.22290

middle 30  0.06239 0.05963 0.05609 0.05596% 0.54152 0.52018 0.41544* 041810 1.50979 137117 1.06851%* 1.10034
50 0.03060 0.02971 0.02925 0.02924% 0.27536 0.25078 0.22365% 0.22392 0.76490 0.69281 0.57819% 0.58848
100 0.01495% 0.01569 0.01568 0.01558 0.13457 0.12565 0.11938% 0.11948 0.37382 0.34547 0.31414* 0.31616

high 30 0.19453 0.19003 0.11838* 0.12188 1.75379 1.69287 0.94529% 0.97608 4.88831 4.69907 2.55532% 2.68465
50 0.08655 0.08636 0.06504* 0.06636 075196 0.72875 0.49095% 0.50462 2.08878 2.01945 1.29719% 1.34480
100 0.04818 0.04923 0.03924% 0.03968 0.39959 0.39119 0.29798% 0.30919 1.10441 1.08349 0.78747* 0.81883

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.

* indicates the method providing the smallest AMSE.
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Table 4. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 3 and error of restrictions equals 10 %.

Standard deviation

Level

of n o=1 c=3 c=5

Corr. OLS RLS RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.04251% 0.04593 0.04635 0.04640 036061 0.32971 0.31903* 0.31932 1.01281 0.93709 0.80596* 0.81782
50 0.02119% 0.02710 0.02741 0.02743 0.18870 0.17927 0.17407% 0.17422 0.51973 0.48644 0.44468* 0.44736
100 0.00970% 0.01682 0.01696 0.01697 0.08928 0.08720 0.08690* 0.08692 0.24579 0.23689 0.23008* 0.23026

middle 30  0.06239% 0.06572 0.06317 0.06323 0.54152 0.52640 0.42636* 0.43097 1.50979 1.37752 1.08111%* 1.11159
50 0.03060% 0.03588 0.03569 0.03569 0.27536 0.25705 0.23160* 0.23182 0.76490 0.69917 0.58776* 0.59738
100 0.01495% 0.02148 0.02161 0.02161 0.13457 0.13153 0.12633* 0.12641 0.37382 0.35145 0.32222% 0.32404

high 30 0.19453  0.19685 0.12682% 0.13011 1.75379 1.69919 0.95471* 0.98504 4.88831 4.70488 2.56581% 2.69402
50 0.08655 0.09133 0.07347% 0.07466 0.75196 0.73683 0.50158* 0.51470 2.08878 2.02762 1.30909% 1.35520
100 0.04818* 0.05142 0.04825 0.04849 0.39959 0.39699 0.30633* 031118 1.10441 1.08891 0.79632* 0.82671

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.
* indicates the method providing the smallest AMSE.

Table 5. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 3 and error of restrictions equals 15%.

Standard deviation

Level

of n o=1 o=3 o=5

Corr. OLS RLS  RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.04251% 0.05585 0.05700 0.05711 036061 035971 0.33317% 033363 1.01281 0.94717 0.82380% 0.83426
50 0.02119% 0.03701 0.03753 0.03758 0.18870 0.19026 0.18556% 0.18573 0.51973 0.49651 0.45807% 0.46023
100 0.00970% 0.02637 0.02659 0.02661 0.08928% 0.09979 0.10017 0.10018 0.24579 0.24651 0.24143% 0.24148

middle 30 0.06239% 0.07583 0.07452 0.07455 0.54152 0.53665 0.44120% 044611 150979 1.38789 1.09872% 1.12765
50 0.03060% 0.04614 0.04617 0.04620 0.27536 026740 0.24374% 0.24402 0.76490 0.70963 0.60187* 0.61071
100 0.01495% 0.03110 0.03138 0.03140 0.13457% 0.14124 0.13722 0.13728 0.37382 0.36125 0.33444% 0.33601

high 30 0.19453 020839 0.14020% 0.14313 175379 1.71022 0.96934% 0.99733 4.88831 4.71540 2.58165% 2.70862
50 0.08655% 0.10460 0.08694 0.08799 0.75196 0.75020 0.51830% 0.53074 2.08878 2.04109 1.32752* 1.37176
100 0.04818* 0.06188 0.05738 0.05759 0.39959 0.40705 0.31981% 0.32423 1.10441 1.09858 0.81073% 0.83581

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.
* indicates the method providing the smallest AMSE.
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Table 6. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 5 and error of restrictions equals 5%.

Standard deviation

Level

of n c=1 c=3 c=5

Corr. OLS RLS RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.05558 0.04957 0.04309 0.04800% 0.50020 0.42926 0.36645 0.36580% 1.38943 1.18865 0.91962% 0.94567
50 0.02558 0.02419 0.02419 0.02419% 0.23021 0.20600 0.19611 0.19594% 0.63948 0.56959 0.51036* 0.51533
100 0.01257% 0.01261 0.01266 0.01265 0.11313 0.10251 0.10075 0.10071% 0.31425 0.28230 0.26932% 0.26994

middle 30 0.07710 0.07376 0.06705 0.06673* 0.69391 0.64307 0.47884% 0.48121 1.92752 1.78163 1.21336* 1.26311
50 0.03767 0.03599 0.03349 0.03347% 0.31200 0.29202 0.25922% 0.25984 0.86667 0.80813 0.66462* 0.67880
100 0.01800% 0.01895 0.01891 0.01878 0.15656 0.14856 0.14037* 0.14048 0.43489 0.40976 0.36927% 0.37214

high 30 022989 0.22759 0.13167* 0.13629 2.06905 2.00851 0.99504% 1.03873 5.74736 5.56934 2.66171%* 2.81561
50 0.11353  0.11313  0.07900% 0.08057 0.93180 0.90487 0.57395% 0.59054 2.58832 2.50859 1.50466% 1.56650
100 0.05932 0.05979 0.04735% 0.04787 0.47990 0.46969 0.34986* 0.35720 1.33305 1.29928 0.91717% 0.94449

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.
* indicates the method providing the smallest AMSE.

Table 7. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 5 and error of restrictions equals 10 %.

Standard deviation

Level

of n o=1 c=3 c=5

Corr. OLS RLS  RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.05558 0.05590 0.05405% 0.05414 050020 0.43558 0.37248% 037349 1.38943 1.19496 0.92779% 0.95263
50 0.02558% 0.02854 0.02870 0.02871 023021 021039 0.20139% 020158 0.63948 0.57402 0.51696% 0.52153
100 0.01257% 0.01673 0.01685 0.01686 0.11313 0.10663 0.10537% 0.10541 0.31425 0.28643 0.27459% 0.27512

middle 30 0.07710 0.08151 0.07351% 0.07386 0.69391 0.65088 0.48615% 048818 192752 1.78950 1.22167* 1.27032
50 0.03767% 0.04120 0.03897 0.03907 031200 029719 0.26567% 026613 0.86667 0.81326 0.67183% 0.68561
100 0.01800% 0.02282 0.02291 0.02292 0.15656 0.15343 0.14593% 0.14604 043489 0.41464 0.37535% 0.37809

high 30 022989 024187 0.13997% 0.14463 2.06905 2.02379 1.00507*% 1.04604 5.74736 5.58563 2.67317* 2.82669
50 0.11353  0.11803 0.08759% 0.08909 0.93180 0.91353 0.58313* 0.59880 2.58832 2.51701 1.51401% 1.57575
100 0.05932 0.06342 0.05581% 0.05632 047990 047855 0.35933% 036666 1.33305 130836 0.92724% 0.95441

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.
* indicates the method providing the smallest AMSE.
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Table 8. AMSE of multiple regression coefficient estimators, in case distribution of error is normal
distribution, number of independent variables equals 5 and error of restrictions equals 15%.

Standard deviation

Level

of n o=1 c=3 c=5

Corr. OLS RLS RRR RL OLS RLS RRR RL OLS RLS RRR RL

low 30 0.05558% 0.06646 0.06411 0.06421 0.50020 0.44613 0.38294% 0.38372 1.38943 1.20549 0.93989% 0.96346
50  0.02558% 0.03578 0.03609 0.03612 0.23021 0.21767 0.20967* 0.20989 0.63948 0.58134 0.52649% 0.53062
100 0.01257% 0.02360 0.02378 0.02381 0.11313 0.11350 0.11277*% 0.11281 0.31425 0.28643 0.28265% 0.28306

middle 30  0.07710% 0.09441 0.08484 0.08524 0.69391 0.66383 0.49797% 0.49965 1.92752 1.80251 1.23471% 1.28214
50 0.03767% 0.04792 0.04791 0.04793 0.31200 0.30586 0.27556% 0.27586 0.86667 0.82189 0.68268% 0.69598
100 0.01800% 0.03093 0.03115 0.03116 0.15656 0.16155 0.15473% 0.15483 0.43489 0.42277 0.38478% 0.38737

high 30 0.22989 0.26534 0.15357% 0.15820 2.06905 2.04827 1.02103* 1.06179 5.74736 5.61111 2.69074% 2.84375
50 0.11353  0.13695 0.10138% 0.10280 0.93180 0.92821 0.59798* 0.61366 2.58832 2.53144 1.52926% 1.59069
100 0.05932% 0.07772 0.06948 0.06997 0.47990 0.49308 0.37446* 0.38173 1.33305 1.32312 0.94334% 0.97009

n = sample size; OLS = Ordinary Least Squares method; RLS = Restricted Least Squares method;
RRR = Restricted Ridge Regression method; RL = Restricted Liu method; corr. = correlations.

* indicates the method providing the smallest AMSE.
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