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are respectively the lower and the upper limit, respectively, of
the (1-α) 100% confidence interval for ln θ .

3. Simulation framework

A simulation study was conducted to compare the
coverage probability, interval width, and relative bias of the
four methods for constructing two-sided 95% confidence
intervals for ln θ. Sample sizes of n = 10, 15, 20, 30, 50,
100, and 200 were used while values of the variance, σ 2,
used were 0.1, 0.5, 1, 2, 5, 10 and 15. To avoid losing gener-
ality, µ, the mean of Y, are set µ = − σ 2/2, so that ln θ = 0.
For each parameter configuration, 5,000 random samples
from the lognormal distribution were generated. The loop of
m in the generalized confidence interval method of Krishna-
moorthy and Mathew and the t-generalized method was
10,000.

The criteria for comparison are coverage probability,
average length of the intervals, and how the intervals fail to
cover the true parameter θ  defined as relative bias, which is

Table 3. Relative bias obtained from four methods of calculating 2-sided 95% confidence intervals

n                        Method s2 = 0.1 s2 = 0.5 s2 = 1 s2 = 2 s2 = 5 s2 = 10 s2 = 15

10 Modified Cox -0.62 -0.92 -0.99 -1 -1 -1 -1
Angus’s Conservative 0.15 -0.73 -0.98 -1 -1 -1 -1
Generalized Confidence Interval 0.17 0.36 0.35 0.32 0.2 0.16 0.123
t- Generalized Confidence -0.29 -0.49 -0.46 -0.48 -0.32 -0.21 -0.126

15 Modified Cox -0.67 -0.91 -0.98 -1 -1 -1 -1
Angus’s Conservative 0.31 -0.68 -0.94 -0.98 -1 -1 -1
Generalized Confidence Interval -0.12 0.10 0.15 0.16 0.15 0.13 0.13
t- Generalized Confidence -0.44 -0.65 -0.54 -0.45 -0.28 -0.13 -0.03

20 Modified Cox -0.49 -0.84 -0.94 -0.98 -1 -1 -1
Angus’s Conservative 0.58 -0.20 -0.80 -0.93 -1 -1 -1
Generalized Confidence Interval -0.06 -0.02 -0.01 0.02 0.09 0.06 0.04
t- Generalized Confidence -0.34 -0.41 -0.52 -0.43 -0.21 -0.13 -0.08

30 Modified Cox -0.42 -0.72 -0.86 -0.91 -0.96 -0.98 -0.99
Angus’s Conservative 0.86 0.45 0.07 -0.29 -0.71 -0.86 -0.93
Generalized Confidence Interval 0.04 0.10 0.15 0.11 0.05 0.07 0.09
t- Generalized Confidence -0.24 -0.27 -0.28 -0.26 -0.21 -0.05 0

50 Modified Cox -0.27 -0.56 -0.67 -0.76 -0.80 -0.83 -0.85
Angus’s Conservative 1 0.89 0.76 0.49 0.22 -0.04 -0.20
Generalized Confidence Interval 0.03 0.08 0.12 0.20 0.20 0.19 0.18
The Adjusted Generalized Confidence -0.15 -0.29 -0.22 -0.14 -0.02 0.04 0.08

100 Modified Cox -0.14 -0.39 -0.51 -0.67 -0.78 -0.79 -0.80
Angus’s Conservative 1 1 0.96 0.76 0.71 0.30 0.26
Generalized Confidence Interval 0.09 0.06 0.03 0.01 -0.02 -0.05 -0.05
t- Generalized Confidence -0.05 -0.12 -0.20 -0.20 -0.16 -0.13 -0.10

200 Modified Cox -0.11 -0.31 -0.40 -0.52 -0.59 -0.61 0.59
Angus’s Conservative 1 1 1 1 1 1 1
Generalized Confidence Interval 0.07 0.05 0.06 0.03 -0.02 -0.06 -0.09
t- Generalized Confidence -0.04 -0.11 -0.14 -0.18 -0.11 -0.12 -0.08

Relative bias = 
(% ) (% )
(% ) (% )

CI CI
CI CI

� �

� �

� � �

� � �

where  %CI ��   is  the  percentage  of  the  intervals  falling
below the true parameter θ  and %CI ��  is the percentage
of the intervals falling above the true parameter.

4. Simulation results

The coverage probabilities as shown in Table 1 from
the t-generalized method are significantly higher than those
from the generalized confidence interval method of Krishna-
moorthy and Mathew. However, the t-generalized method
provides average lengths values that are shorter than those
from the generalized confidence interval method of Krishna-
moorthy and Mathew (Table 2). When the sample size is small
with a very large variance, the Modified Cox and Angus’s
conservative methods yield coverage probabilities signific-
antly lower than 0.95. Even though for sample sizes not less
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than 15 the Angus’s conservative method gave the greatest
coverage probabilities and, it provided the largest average
length among the four methods. The results show that the
relative bias of the Modified Cox method has negative values
in every situation (table 3). If the sample size is small and
the variance is large, the Modified Cox method and Angus’s
conservative method have a relative bias value of -1. At n =
200 the Angus’s conservative method provided +1 for the
value of the relative bias. The relative bias of the t-general-
ized method and the generalized confidence interval method
of Krishnamoorthy and Mathew are not far from 0. Almost
all of the relative biases of the t-generalized method are less
than the relative biases of the generalized confidence interval
method of Krishnamoorthy and Mathew.

5. Concluding remarks

The results for the generalized confidence interval
method  of  Krishnamoorthy  and  Mathew  always  provide
coverage probabilities more than the nominal level, whereas
Olsson (2005) and Krishnamoorthy and Mathew (2003)
found that this method gave coverage probabilities close to
the  nominal  level.  The  coverage  probabilities  from  the
Angus’s method are significantly smaller than the nominal
level, whenever the sample size is 10 and . This observation
indicates, contrary to the studies of Zhou and Gao (1997),
that the coverage probabilities based on the Angus’s method
are always over the nominal level. To estimate the confidence
interval of the lognormal mean based on the Weerahandi’s
method, the suggested pivotal statistic should give coverage

probabilities  not  less  than  the  nominal  level  with  smaller
interval widths.

References

Angus,  J.E.  1998.  Inferences  on  the  lognormal  mean  for
complete  samples.  Communications  in  Statistics-
Simulation and Computation, 17, 1307-1331.

 Krishnamoorthy, K. and Mathew, T. 2003. Inferences on the
means of lognormal distributions using generalized p-
values and generalized confidence intervals. Journal
of Statistical Planning and Inference, 115, 103-121.

 Land, C. 1972. An Evaluation of Approximate Confidence
Interval Estimation Methods for Lognormal Means.
Technometrics, 14, 145-158.

 Olsson, U. 2005. Confidence Intervals for the Mean of a Log-
normal Distribution. Journal of Statistics Education,
Online at: http://www.amstat.org/publications/jse/, 13,
Number 1.

 Patterson, R.L. 1966 Difficulties involved in the estimation
of a population mean using transformed sample data.
Technometrics, 8, 535-537.

 Weerahndi, S. 1993 Generalized Confidence Intervals. Jour-
nal of the American Statistical Association, 88, 899-
905.

 Weerahandi, S. 1995 Exact Statistical Methods for Data
Analysis. Springer-Verlag, New York, U.S.A.

 Zhou, X-H. and Gao, S. 1997 Confidence Intervals for the
Lognormal Mean. Statistics in Medicine, 16, 783-790.




