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Abstract 
 

We briefly review some recent work on hypercircle inequality for partially corrupted data when the data error is 

measured with l  norm. The aim of this paper is to present the method for approximate missing data in the use of midpoint 

algorithm and discuss some numerical experiments in the hardy space which is well known in a reproducing kernel Hilbert space 

(RKHS). 
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1. Introduction 
 

The extension of   hypercircle inequality to partially corrupted data was proposed by Khompurngson and Novaprateep 

(2015).  That is, the data set contains both accurate and inaccurate data. Specifically, the material on this subject has been applied 

to kernel-based machine learning problem when data set contains both accurate and inaccurate data, see e.g.  Khompurngson and 

Suantai (2016). The aim of this paper is to present the method to approximate missing data in the use of midpoint algorithm and 

discuss some numerical experiments in hardy space Hardy space of square integrable function on unit circle.  Specifically, we 

consider   the data error is  measured with l  norm. In this section, we describe hypercircle inequality and its potential relevance 

to kernel-based learning.  

         Let { : }i nX x i N   denote the set of linearly  independent vectors in Hilbert space H over the real numbers with 

inner product 
 
and  norm  where we use the notation {1,2,..., }nN n .   The operator  is defined   by  for  

x H   

( , : ).j nQx x x j N   

Recalling that the adjoint  map  is   defined by the property that for all  and  x H  

 

 ( ), , .TQ a x a Qx  
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Therefore, it follows that TQ  is given at ( : ) n

j na a j N    

 
 

Definition 1.1 For { : }i nd d i N  , the set of x H  such that Qx d and || || 1x   is called a hypercircle, ( )d .  That is, we 

have  

( ) { :|| || 1, }d x x Qx d    ,  

see  Khompurngson  and Micchelli (2011).   

Moreover, it is well-known that there is a unique vector ( )x d M  such that 

 

( ) argmin{|| ||: , }x d x x H Qx d                         (1.1) 

where M is the n-dimensional subspace of H spanned by the vectors in X, see Davis (1975).  Moreover, the vector 

 
1( ) Tx d Q G d    and   1|| ( ) || ( , )x d d G d , 

where the gram matrix G is defined by 

 

1 1 1 2 1

2 1 2 2 2

1 2

, , ... ,

, , ... ,

...

, , ... ,

n

n

n n n n

x x x x x x

x x x x x x
G

x x x x x x

 
 
 
 
 
  

. 

Therefore, the hypercircle inequality states the following way: 

 

Theorem 1.2 If  ( )x d   and  
0x H  then 

 

2

0 0 0( ), , ( , ) 1 || ( ) ||x d x x x dist x M x d  
  

where 
0 0( , ) : min{|| ||: }dist x M x y y M   . Moreover,  there are  elements ( ) ( )x d d   for which equality above 

holds and the vector  ( )x d
are given by the formula   

 

               0

0

( )
T

T

x Q c
x d

x Q c







 


  and   1 0

0
2

( , )
: ( )

1 || ( ) ||

dist x M
c G Qx

x d



 


.  

The detailed proofs appear in Khompurnson and Micchelli (2011). Moreover, let us point that the best value to estimate  
0,x x  

is the midpoint, 
0( ),x d x , of this interval 

0 0( ) { , : ( )}I x x x x d  . 

Next let us specialize  the material above to the problem of learning the value of a function in    hardy space Hardy 

space of square  integrable  function on unit circle. Let H2 be the set of all functions analytic in the unit disc  with norm    
2 1

2 2

0 1
0

1
|| || sup( | ( ) | )

2

i

r

f f re d


 
 

 
. The reproducing kernel  for H2  is given by                                                               

 

1
( , ) , ,

1
K s t s t

st
 

 , 

see Duren (2000). Let 
1 2{ , ,..., }nT t t t  be  points  of increasing order in (-1,1). Consequently, we have a finite set of linearly 

independent elements { : }
it nK i N   in H where     

 

1
( ) ,

1it n

i

K t i N
t t

 


 

and t . Thus, the vectors  { : }i nx i N are identified with the function { : }
it nK i N Therefore, the Gram matrix of the 

{ : }
it nK i N  is given by 
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1 2( , ,..., ) ( ( , ) : , )n i j nG t t t K t t i j N   

According to  Cauchy determinant, see Davis (1975),  which state that for any { : }i nt i N ,{ : }i ns i N  , we obtain that    

       

                  (9) 

From this formula we have     

        

                                   (10) 

 

In our case,  let us recall the function B , which  is called a Blashke product of degree n with zeros in the set T, see Duren (2000).  

For any 
0 ( 1,1)t     and  

0 1 2{ , ,..., }nt T t t t   we obtain that 

 

0

0

2

0

| ( ) |
( , { : }) ,

1
it t n

B t
dist K span K j N

t
 



 

where B  is the rational function defined at  by 

                                          

 
and the vector 

0x  appearing previously  is identified with the function 
0
,tK see  Khompurnson and Micchelli (2011).  These 

formulas allow us to give explicit hypercircle bounds for  
0 0, ( )tK f f t

. 

 

Proposition 1.3 If   2( )f H   with   ( ) ,i i nf t d i N    then for any   ( 1,1)t     we have that 

  

2 2

( ) ( )
( ) 1 ( ) ( ) 1

1 1
d d

B t B t
f t f t f t

t t
      

 

 , where 

 

 
see Khompurnson and Micchelli (2011).     

            The organization of this paper is presented as follows. In the next section, we review a basic fact about hypercircle 

inequality for partially corrupted data  with l  norm. The material of this is described in the generality of an arbitrary Hilbert 

space (not just a reproducing kernel Hilbert space). In section 3, we discuss some numerical experiments of   learning the value  

of a  function  from data error measured with l


 norm  Hardy space of square  integrable  function on unit circle. 

 

2. Hypercircle inequality for data error measured with l


 norm 
       

In this section, we briefly review  Hypercircle inequality for partially corrupted data (Hipcd) measured with l


 norm  

and  refer  the paper  of  Khompurnson and  Novaprateep (2015)  for the proof of (Hipdc). 

 

Definition 2.1 Let and   is some positive number. For  each ( : ) n

j nd d j N    the 

set of x H such that Qx d E   and || || 1x   is called a partial hyperellipse  ( | )d E . That is,  

 

( | ) { : ,|| || 1}d E x Qx d E x      . 
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Given 
0x H   we want to estimate 

0,x x  knowing that   || || 1x    and , i ix x d    for all  i I   and the data error 

||| ( ) |||Jd Qx   . That is, the exact data becomes  , i ix x d    for all  i I  and the data error, which means data that 

have the error  from a variety of reason in practice, becomes  , j je x x d   which has absolute value   and 0   is 

prescribed. Moreover, let us point out the relation between the definition of hypercircle and hyperellipse  as  follows.
 
 

 

( | ) ( )
e E

d E d e






     

 

In our case, we also see that  

                                      

|e |

( | ) ( ) ( e )
i
i J

I i id E H d d








      

 

In the same manner, we can see that the best estimator is the midpoint of the uncertainty interval  
 

 

0 0( , | ) { , : ( | )}I x d E x x x d E   . 

 

According to our previous work, let us point out that the uncertainty interval  
               

0 0 0( , | ) [ ( , | ), ( , | )]I x d E m x d E m x d E      is closed and bounded interval on where 
       

 

0 0( , | ) : max{ , : ( | )}m x d E x x x H d E     

 

and 
0 0( , | ) : min{ , : ( | )}m x d E x x x H d E     respectively. Consequently, the midpoint is given by 

 

0 0
0

( , | ) ( , | )
( , | )

2

m x d E m x d E
m x d E    



 
  

 

which follows from  
0 0( , | ) ( , | )m x d E m x d E      . The proposition below is important to determine the best estimator 

in the  partial hyperellipse  ( | )d E
 
for estimating 0,x x  when  ( | ).x d E  

 

Theorem 2.2 If ( | )d E    then there exist  ( | ) ( | )x d E d E   such that   

 

0 0( , | ) ( | ), .m x d E x d E x     

 

Moreover, we know that there are the vectors e E   such that  

 

               

2

0 0 0( , | ) ( ), dist( ,M) 1 || ( ) ||m x d E x d e x x x d e         

 

and the best estimator can be chosen on the line segment joining  e  and  e .   

That is, there is 
0 0 0(1 )e e e      such that  

 

       1

0 0( ) ( )Tx d e Q G d e M      and  
0 0 0( , | ) ( ),m x d E x d e x  

,
 

where the value 
0 [0,1].    

 

Proof. See Khompurnson and Novaprateep (2015).  

Therefore, hypercircle inequality for partially-corrupted data error state below.  
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Theorem 2.3  If
0x H    and ( | )d E     then there is an 

0e E   such that for any ( | )x d E  

0 0
0 0 0

( , | ) ( , | )
( ), ,

2

m x d E m x d E
x d e x x x     

   , 

Proof. See Khompurnson  and Novaprateep (2015). 

For this purpose, let us recall the  duality formula for the right hand end point 

 

0 0( , | ) max{ , : ( | )}m x d E x x x d E     

of the uncertainty interval. To this end, we define the function as for each by     
 

0 1V( ): || || ||| ||| ( , )T

Jc x Q c c c d    . 

 

Theorem 2.4 If 
 

( | )d E  contain more than one element then          

             

                                              (2.1) 

Moreover,  
 

 is unique solution of  (2.1). 

 

Proof. See Khompurnson and Novaprateep (2015).   

       Our task is now to compute the solution of (2.1) explicit.  For a fix ( | )e d E , we define the following notation  

( ) : { : ,e 0}jZ e j j J    and U( ): J\ Z(e)e  . Consequently, we use that notation | ( ) |z e  denoted the number element in  

( )Z e . 

 

Theorem 2.5 If 
0x M  and ( | )d E  contain more than one element then we have that the following: 

1. 0

0

( | )
|| ||

x
d E

x
  if and only if   

0 0( , | ) || ||m x d E x       

      

2. ( ) ( | )Ix d d E    if and only if    *| (c ) | | J |Z    and 
0 0( , | ( ),Im x d E x d x  )  2

0 ( , ) 1 || ( ) ||I Idist x M x d   

where the vector  
0( ) argmax{ , : ( )}I Ix d x x x H d   . 

 

3. If   
0

( ) ( | )I Jx d d E  
 
for some  

0J J   then there exists unique   with 
*| ( ) | | J |Z c    such that the vector  

0

*

0
0*

|e |0

( | ) : arg  max{ , : ( ) ( e )}
|| ||

i
i J

T

I i iT

x Q c
x d E x x x H d d

x Q c 


 




     


. 

Moreover, we have the following 0( , | )m x d E   0

0 0 0

| |

0 1min{|| || ||| ||| ( , ) : }.I JT

I J J I Jx Q c c c d c 

     0

0 0 0

| |

0 1min{|| || ||| ||| ( , ) : }.I JT

I J J I Jx Q c c c d c 

      

 

4. If   
0

0

0

, ( ) ( | )
|| ||

I J

x
x d d E

x
    

for each  
0J J   then there exists unique  

* nc   with *| ( ) | 0Z c    such that the vector  
*

0

*

0

( | ) : ( || )
|| ||

T

T

x Q c
x d E d E

x Q c
  


 


 

Moreover,  the vector 
0( | ) : arg  max{ , : ( | )}x d E x x x d E    and : { : | , }iE e e E e i J     .|  

 
Proof. See Khompurnson and Novaprateep (2015), Khompurngson and Nammanee (2019). 

 

Theorem 2.6 If 0

0 : Tx Q c M  and ( | )d E contain more than one element then 

0 arg min{V(c) : }nc c 
0 arg min{V(c) : }nc c  if and only if 

0( | ( ))d E x  
. 

 

Proof. We first assume that 
0 argmin{V(c) : }nc c 

0 arg min{V(c) : }nc c  . Consequently, we obtain that 0 0

0 1( , | ) ||| c ||| (c , )Jm x d E d   
. 
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That is, there exist ˆ ( | )x d E such that 0 0 0

1
ˆ( ), ||| c ||| (c , )T

JQ c x d   

It implies  0 0

1
ˆ, ||| c |||Jc Qx d   which means that 0

ˆ ( | ( ))x d E x
.
 

Conversely, we assume that 
0( | ( ))d E x   and then obtain that  

 

0 0 1m ( , | ) min{||| || ||| ||| ( , ) :c }T n

Jx d E x Q c c c d      
0 arg min{V(c) : }nc c   

            
0 0

1||| c ||| (c , )J d   

 

Let  
0( | ( )) ( | )x d E x d E   and we see that   

 
0

0m ( , | ) ,Tx d E Q c x  
 

                                             0 0, ( , )c Qx d c d     

                                            
0 0

1||| c ||| (c , )J d 
 

Therefore, we obtain that   
0 0

0 1m ( , | ) ||| c ||| (c , ).Jx d E d     

 

3. Application 
 

             In this section, we continue to report further a computational experiment in the use of midpoint algorithm. Specifically,  

we  let H2  be the set of all functions analytic in the unit disc  with norm   
2 1

2 2

0 1
0

1
|| || sup( | ( ) | )

2

i

r

f f re d


 
 

  .                  

The reproducing kernel  for H2  is given by             

1
( , ) , ,

1
K s t s t

st
 

 . 

We choose a finite set of linear independent elements  
6{ : }

jtK j N  in H2  where  
1 2 3 4 50.6, 0.4, 0.2, 0.2, 0.4t t t t t        

1 2 3 4 50.6, 0.4, 0.2, 0.2, 0.4t t t t t         and 
6 0.6t  .  We choose the exact function is 

0.5 0.85 0.5( ) 0.15 ( ) 0.05 ( ) 0.25 ( )g t K t K t K t    and compute 

the vector  
6( ( ) : )jd g t j N  .  In our computation, we choose 

6{ , }J k l N   and then . 

Given 
00 t  we wish to estimate 

0
(0) , tf f K  when our data is given by  || ||f   , ( )j jf t d  for all i I and the data 

error | (t ) |k kf d     and  | (t ) |l lf d   . Using material form Theorem 2.4. we approximate the missing data which is 

defined as the  value of data that is not stored for a variable. 

      In our computation, we extend  partially hyperellipse to the case that the unit ball B is replaced by B   where   is 

positive numbers.  The computational steps for all the examples are organized in the following way.  Within this propose, let us 

provide the important cases of the existence of the minimum of the convex function of V . To this end, let us recall the 

following vector 

 
* argmin{ ( ) : }nc V c c 0 arg min{V(c) : }nc c 

 

Where the function  V  defined for  
nc as   

                  

 
 

Proposition 3.1 If 
0t

K M  and ( | )d E  contain more than one element then we have that the following: 

1. V achieve its minimum with *| (c ) | 3Z   If 
0

2

01 ( | )tt K d E     then   

0 2

0

(K , | )
1

tm d E
t


  



. 
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2. V achieve its minimum with *| (c ) | 2Z   If 0

0

: ( | )
|| ||I

T

t I

d T

t I

K Q c
f d E

K Q c









 


  then   

 

0
(K , | )tm d E   0

0 0

( )

'( )( )

I j

j I I j

B t d

B t t t 
   0 2

2

0

( )

1

IB t

t
  



 

 

where ( )
( )

'( )( )I

j

d

j I j

B t d
f t

B t t t




 , 0

0

1

2 2

( , )
: ( )

|| ||
I

t I

I t

d

dist K M
c G Q K

f



  


 and :
'( ) '( )(1 )

j l

j I j l j l

d d

B t B t t t







  .    

 

3. V achieve its minimum with *| (c ) | 1Z     If  
0

2

01 , ( | )
It dt K f d E 

   and  0

0

*

{ }

*

{ }

( | )
|| ||

T

t I j

T

t I j

K Q b
d E

K Q b












  for some   

{ , }j J k l       then  we have that  

 

0

0 0

0

*

{ } *

* * *
{ }{ } *

{ } , { }

(K , | ) , 1
|| ||

1 2
1

T

t I j

t t iT
i I jt I j i p

i

i I j i p I j i p

K Q b
m d E K b

K Q b b b
b

t t






 

 

   

  
   

  
 




 

        

   

and  0

0

{ }* 1

{ } { }
2 2

|

(K , )
: ( )

|| f ||
j

t I j

I j I j t

d E

dist M
b G Q K





  


 

 where  
|f : argmin{ :|| || , ( ) , ,| ( ) | }

jd E i i j jf f f t d i I f t d         . 

 

4. V achieve its minimum with *| (c ) | 0Z   If   0

0

0

*

{ }2

0 *
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where 
|

f : argmin{ :|| || , ( ) , . ( ) , }.i i j jd E
f f f t d i I f t d j J           

For our computation, we consider the partially hyperellipse  in the different way as follows. In the first case, we choose 

the data error | (t ) |k kf d     for  0.2,0.2kt   , | (t ) |k kf d     for  0.4,0.4kt    
and  , | (t ) |k kf d     for  

0.6,0.6kt  
 
in  the second  and third case, respectively.

 
The results of this computation are shown in Table 1 and the exact 

value of (0) 2.g  Our computation indicates that the midpoint algorithm on the learning tasks provided, at least in this 

numerical experiment is close to the exact value of  (0) 2.g                      

 

Table 1. Optimal value, 
0( , | )m t d E

, for different of data error 

 

{ , }i jJ t t  
0( , | )m t d E

 

  

-0.2, 0.2 2.0106 

-0.4, 0.4 2.0034 

-0.6, 0.6 2.0053 
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4. Conclusions  
      

In this paper, we have provide some basic fact about  

hypercircle inequality for partially corrupted data  when data 

error is measured with  l  norm. We provided some results 

of numerical experiments of learning the missing data in 

Hardy space. To obtain the best estimator in the general case, 

we continue in the same method as in proposition 3.1 to obtain 

the solution of V. 
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