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Abstract 
 

In this paper, we briefly review the material on hypercircle inequality for partially corrupted data and its potential for 

addressing a learning problem in reproducing kernel Hilbert space. The aim of this paper is to present the transformation of its 

material to orthonormal bases. Specifically, our recent results lead us to improve important results on this subject, which are 

practically useful. 
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1. Introduction and Preliminaries 
 

 The basic concept of a learning problem is to find a 

function representation of given data.   The hypercircle 

method, which is well-known in mathematical physics, has 

been applied to kernel-based machine learning. Unfortunately, 

this method is not well adapted to circumstances in which 

there are known data errors.  In 2015, Khompurngson K. and 

Novaprateep B.  extended the hypercircle inequality to 

circumstances in which there are both accurate and inaccurate 

known data.  Moreover, its potential for a learning problem in 

reproducing kernel Hilbert space was presented. In this paper, 

we continue to study this subject and present a transformation 

of its material to orthonormal bases. Specifically, our recent 

results lead us to improve important results on this subject, 

which are practically useful. 

Let H be a Hilbert space over the real numbers with 

inner product <•,•> and  X = {xj : j ∈ ℕn} be a set of linearly 

independent vectors in H, where  we denote ℕn = {1, 2,…, n}.    

 

 
For any d ∈ ℕn, H(d) := {x : ∥x∥ ≤ 1, Q(x) = d}  is called 

hypercircle where Q : H → ℝn is a linear operator H onto ℝn 

given by   

 

Qx = (<x, xj> : j ∈ ℕn). (1.1) 

 

Consequently, the adjoint map QT: ℕn → H is given at a = (aj : 

j ∈ ℕn ) ∈ ℝn  as  

 

QT (a) = ∑ ai, xj.  
              i∈ℕn  

 

The Gram matrix of the vectors in X is Gx = QQT = (<xj, xl> : 

j, l ∈ ℕn), a symmetric and positive definite matrix. It is well-

known that there exists a unique vector x(d) ∈ M such that 

 

x(d) := argmin {∥x∥ : x  ∈  H, Q(x) = d}, (1.2) 

                                 

where M is the n-dimensional subspace of H spanned by the 

vectors in X, see Khompurngson and Micchelli (2011).  

Moreover, the vector satisfies 

 

x(d) := QT (Gx
-1d) and ∥x(d)∥2 = (d, Gx

-1d),  
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see Davis (1975). Let the vectors in X be orthonormalized according to the Gram-Schmidt process yielding x*
1,…,x*

n. Let M* 

be the n-dimensional subspace of H spanned by the vectors x*
1,…,x*

n; see (3). Then the Gram matrix for x*
1,…,x*

n  is the 

identity matrix. For any x ∈ H(d), the condition 

 

Qx = d is equivalent to Rx = d* 

 

where R : H → ℝn  is a linear operator  H onto ℝn  as R(x) = (<x, x*
j> : j ∈ ℕn) and 

* 1
1

1( )

d
d

G x


  

1 1 2 1 1

*

1 1 2 1 11 1 1

1 2

, , ... ,

...1
, 2,...,

, , ... ,( ,..., ) ( ,..., )

...

k

k

k k k kk k

k

x x x x x x

d k n
x x x x x xG x x G x x

d d d

  

 
 
  
 
 
 

   (1.3) 

 

Therefore, we represent the coefficients of d*
k for all k = 1,…,n by the following matrix 

 

11

21 22

1 2 3

0 0 0

0 0

n n n nn

A



 

   

 
 
 
 
 
 

. 

 

Hence, we point out that H(d) = H*(d*) where H*(d*) = {x ∈ H : ∥x∥ ≤ 1, Rx = d*} and the vector x(d) = x(d*) : RTd* where the 

adjoint map RT is given for each a ∈ ℝn by *

1

( )
n

T

j j

j

R x a x


 .  In this case, the classical hypercircle inequality is stated as 

follows: 

 

Theorem 1.1 If  * *( )x d   and  
0x H  then 

 

* * * *

0 0 0( ), , ( , ) 1 ( , )x d x x x dist x M d d   .                                      (1.3) 

 

where * * * *

0 0 1 0( , ) : min{|| ||: } ( ,..., , )ndist x M x y y M G x x x    .  

Moreover, there is an * * *( ) ( )x d d   for which equality holds in (1.3) and the vector  *( )x d
 is given by  

 

* 0

0

( )
T

T

x R a
x d

x R a







 


                                                                          (1.4) 

 

and the vector a± ∈ ℝn is given by the formula 

 
*

*0
0

* *

( , )
:

1 ( , )

dist x M
a Rx d

d d
 



.                                                               (1.5) 

 

Recently, an extension of the hypercircle inequality to partially - corrupted data was proposed by Kannika Khompurngson 

and Boriboon Novaprateep, see Khompurngson and Novaprateep (2015). We start with I ⊆ ℕn which contains m elements (m 

< n). Consequently, we use the notations                       

 

{ : }I iX x i I X    and { : }J iX x i J X   , 

 

where we denote J = ℕn \ I. Similarly, we use the notations MI and MJ for the subspaces of H spanned by the vectors in XI and 

XJ respectively. For each e ∈ ℝn, we also use the notations eI = (ei : i ∈ I) ∈ ℝm and eJ = (ei : i ∈ I) ∈ ℝn-m respectively. We 

choose  |||•|||p : ℝn-m → ℝ+, i.e. the lp norm on ℝn-m, and define         

             



T.  Kraiwiradechachai & K. Khompurngson / Songklanakarin J. Sci. Technol. 45 (2), 211-218, 2023 213 

 

Ep = {e : e ∈ ℝn: e : eI = 0, ||| eJ ||| p ≤ ε}, 

 

where ε is some positive number and 1≤ p ≤ ∞. For each d ∈ ℝn, we define the partial hyperellipse as follows   

 

( | ) : { : ,|| || 1, ( ) }p pd E x x H x Q x d E      ,      (1.6) 

 

where Ep = {e : e ∈ ℝn: eI = 0, ||| eJ ||| p ≤ ε}. 

 

Given 
0x H , we want to estimate 

0,x x  when ( | )px d E . That is, the dataset contains both accurate and 

inaccurate data. The best estimator is the midpoint of this interval 

 

0 0( , | ) : { , : ( | )}p pI x d E x x x d E  . 

 

Next let us recall the duality formula for the right-hand end point, 
0( , | )pm x d E

, of the uncertainty interval. 

 

Theorem 1.2 If ( | )pd E  contains more than one point and 
0x M , then 

 

m+ (x0, d | Ep = min{|| x0 - QT (c)|| + ε ||| cJ |||q + (d, c): c ∈ ℝn}.     (1.7) 

 

Finally, the midpoint is given by 

 

0 0

0

( , | ) ( , | )
( , | )

2

p p

p

m x d E m x d E
m x d E

  
 . 

 

Furthermore, if X = {x j: J ∈ ℕn} is an orthonormal set of vectors (and the Gram matrix is the identity matrix) then for any 

  

( ) ( | )px d e d E M    

 

( ) ( ) ( )I J Jx d e x d x d e       and    2 2 2|| ( ) || || ( ) || || ( ) ||I J Jx d e x d x d e    , 

 

where ( ) ( )I Ix d d  and ( ) ( | )J J J Jx d e d E  .    

 

Moreover, we observe that ( | )pd E    if and only if   

 

min{(dJ + c, dJ + c) : c ∈ ℝn-m , |||c|||p ≤ ε}≤1-|| x(dJ)||2.      (1.8) 

 

For p = 2, we have the following 
2( | )d E   if and only if 

min{(dJ + c, dJ + c) : c ∈ ℝn-m , |||c|||2 ≤ ε}= 

2

2

2 2
II

min{( , ) : c ,||| ||| } 1 || ( ) ||
jn m

J J J

j

d
d c d c c x d







       
 

     , 

 

where II : { : 0, }jj d j J    and 2 2

i

i J

d


    . 

Summarizing, we point out that if 

2

2

2
II

1 || ( ) ||
j

J

j

d
x d



  


  then 
2( | )d E   for all p ≥ 2; for more 

details on theory and proofs, see Forsythe and Golub (1965).  After this observation, we continue our study of this subject by 

presenting the transformation of its material to orthonormal bases in section 2, which includes an example. 

 

2. Main Results 
 

We begin this section by assuming that  
1{ ,..., }I mX x x  and 

1{ ,..., }J m nX x x respectively. Let the vectors in 

I JX X  be orthonormalized according to the Gram-Schmidt process yielding * * * *

1 1,..., , ,...,m m nx x x x
. For our purpose, we 

define                            
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( ) : { : }p pE A Ae e E   

and  

 
* * *( | ( )) : { :|| || 1, ( )}p pd E A x x Rx d E A     .                                    (2.1) 

 

Similarly, we point out that for each ( | )px d E  the condition 

 

Qx = d + e is equivalent to Rx = A(d + e) = d* + Ae. 

 

Alternatively, we point out that for each * *( | ( ))px d E A  

 
*( )I IR x d  and *( )J J J JR x d A e  , 

 

where ||| |||J pe   and the n x m matrix AJ is given by 

 

1 1

2 1 2 2

1 2 3

0 0 0

0 0

m m

m m m m

J

n m n m n m nn

A



 

   

 

   

  

 
 
 
 
 
  

.                                              (2.2) 

 

In addition, for each ( )pe E    the vector * * * * *( ) ( | ( ))px d Ae d E A M  can be written in the form  

* * * * * *( ) ( ) ( )I J J Jx d Ae x d x d A e     and                          

 
* * 2 * * 2 * * 2|| ( ) || || ( ) || || ( ) ||I J J Jx d Ae x d x d A e    ,                                          (2.3) 

 

where the vector * * * * *( ) ( ) : { :|| || 1, ( ) }I I I Ix d d x x R x d     and   

* * * * *( ) ( | ( )) : { :|| || 1, ( ) ( )}J J J J p J J J p Jx d A e d E A x x R x d E A      , 

when ( ) { : :||| ||| }n m

p J J pE A A c c c    . 

 

Lemma 2.1   * *( | ( ))pd E A     if and only if 

 

  1 * 1 * * 2min , ( ) :  ||| ||| 1} 1 || ( ) ||T

J J J J J J p IA d A A A d x d        .                                     (2.4) 

 

Proof.  Let * *( | ( ))px d E A . Then there is ( )pAe E A  such that * * * * * * *( ) ( ) ( )I J J Jx x d Ae x d x d A e M       and 

* * 2 * * 2 * * 2|| ( ) ||  || ( ) ||   || ( ) || 1I J Jx d Ae x d x d A e     .  Next, we observe that      

                       

 * * 2 1 * 1 *|| ( ) || , ( )T

J J J J J J J Jx d A e A d A A A d      . 

 

Hence,   1 * 1 * * 2min , ( ) :||| ||| 1} 1 || ( ) ||T

J J J J J J p IA d A A A d x d        . 

Conversely, (2.3) and (2.4) certainly imply that * *( | ( ))pd E A  .  

  

For p = 2, we describe the solution of the optimization problem appearing in (2.4) as presented in Forsythe and 

Golub (1965).  We begin with the following definition. 

 

Definition 2.2 Let C be an n x n symmetric matrix and d ∈ ℝn. The spectrum of the pair (C, d) is defined to be the set of all 

real numbers λ for which there exists an x ∈ ℝn  with Euclidean norm one such that 

 

( )C x d x  .                                                                                         (2.5) 
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Let  
1 20 ... n m         be  the eigenvalues of T

J JA A ,  and {uj : j ∈ ℕn-m} be  the corresponding orthonormal set of 

eigenvectors, and write the vector 1 *

J JA d  in the form 1 *

n m

j

J J j

j

A d u






   for some constants γj ∈ ℝ and define the subset II 

of ℕn-m by II := {j : λjγj = 0}.  

 

Theorem 2.3 If   is the least value in the spectrum of the pair 
1 *

2 ,T J J
J J

A d
A A



 
 
 

 

then * *

2( | ( ))d E A    if and only if  

2

* *

2
II

| |
1 ( , )

j j

I I

j j

d d
 

 

  


 . 

 

Proof. This result is proved in much the same way as in the paper by Khompungson and Micchelli (2011), and we refer the 

reader to the paper by Forsythe and Golub (1965) for proofs of the solution of the optimization problem. 

 Here is another way of stating (1.7): ( | )pd E    if and only if 
2

* *

2
II

| |
1 ( , )

j j

I I

j j

d d
 

 

  


  for all p ≥ 2. 

Therefore, we establish the new version of theorem 1.2 with a different hypothesis. 

 

Theorem 2.4. Let   be the least value in the spectrum of the pair 

1 *
2 ,T J J

J J

A d
A A



 
 
 

. 

If  
2

* *

2
II

| |
1 ( , )

j j

I I

j j

d d
 

 

  


   then 

 

0 0( , | ) min{|| ( ) || ||| ||| ( , ) : }T n

p J qm x d E x Q c c d c c      ℝn},                          (2.6) 

 

where II : { : 0}j jj    . 

            

To this end, let us specialize the above results to the problem of function estimation in a reproducing kernel Hilbert 

space (RKHS). We let HK be a RKHS of real-valued functions on a set T. The real valued function K(t, s) of t and s in T is 

called a reproducing kernel of H if the following property is satisfied for all t ∈ T and f ∈ H. 

 

                ( ) ,tf t K f ,                                                             (2.7) 

 

where Kt is the function defined for any s ∈ T as Kt (s) = K(t, s). Moreover, for any kernel K there is unique RKHS with K as 

its reproducing kernel. For our computational experiment we choose the Hardy space of square integrable function on the unit 

circle with reproducing kernel 

1
( , ) , ,

1
K z z

z
 


 



 

 

where the unit disc : { :| | 1}z z   . Specifically, we let 2( )H   be the set of all functions analytic in the unit disc : { :| | 1}z z   with norm 

 
1

2 2
2

0 1
0

1
|| || sup | ( ) |

2

i

r

f f re d


 

 

 
  

 


, 

see Duren (2000). 

 

Let T = {tj : j ∈ ℕ} be distinct points (in increasing order) in (-1,1). Consequently, we have a finite set of linearly independent 

elements {Ktj : j ∈ ℕn} in H where we define      

        

1
( ) : ,

1jt n

j

K t j
t t

 


 j ∈ ℕn and t . 
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According to section I, the vectors  {xj : j ∈ ℕn}  appearing  above  are  identified with the function {Ktj : j ∈ ℕn}. Therefore, 

the Gram matrix of the {Ktj : j ∈ ℕn} is given by 

 

1( ,..., ) : ( ( , ) : , )n i j nG t t K t t i j  j ∈ ℕn. 

 

We recall the Cauchy determinant identity which states that for any {tj : j ∈ ℕn}, {sj : j ∈ ℕn} 

 

1

,

( )( )
1

det ,
1 (1 )

n

j i j i

j i n

n

i j i j

i j

t t s s

i j
t s t s

  



 
 

     




,                (2.8) 

 

see for example. From this formula we obtain that 

 
2

1

,

( )

det
(1 )

n

i j

i j n

i j

i j

t t

G
t t

  











.                                                                    (2.9) 

 

According to equation (2.7), the linear operator 2: ( ) nQ H  ℝn is defined for 2( )f H  as follows  

 

Qf = (<f, Kti> = f, (ti) : i ∈ ℕn. 

 

By the Gram-Schmidt process and the formulae (2.8) and (2.9), we obtain the vector *

jK  for any j ∈ ℕn. In particular, the 

vector *

jK  is given by the formula                        

1

* 2

1 11 ,tK t K   

1* 2

1

|1 |

1 ( 1) , ( 2,3,..., )
| |

k

l

k

l ik
ik l

k k t

l l i

i
i l

t t

K t K k n
t t










   







. 

For any 
1 2( , ,..., ) n

nd d d d ℝn , we obtain that the condition 

 

Qf = (f(ti) : i ∈ ℕn) = d is equivalent to  Rf = d*, 

 

where 2: ( ) nR H    ℝn is a linear operator 2( )H   onto ℝn as  Rf = (<f, K*
j> : j ∈ ℕn) and 

 

* 2

1 1 11 ,d t d   

1* 2

1

|1 |

1 ( 1) , ( 2,3,..., )
| |

k

k

l ik
ik l

k k l

l l i

i
i l

t t

d t d k n
t t










   






. 

 

For our example, we choose  : { : , 0,| | }n

I nE e e e e    ℝn, : { : , 0,| | }n

I nE e e e e     where  the set {1,2,..., 1}I n  . 

The partial hyperellipse becomes 

 

 2( | ) : : ( ), || || 1, ( ) ,| ( ( ) ) |I I nd E f f H f Q f d Q f d         . 

 

Clearly, we have only one inaccurate data and for any 
Kf H  

 

( )j jf t d  for all  j ∈ ℕn-1 and ( )n nf t d e   where | |e  . 

 

In this case, the corresponding partial hyperellipse ( | )d E   is given by 



T.  Kraiwiradechachai & K. Khompurngson / Songklanakarin J. Sci. Technol. 45 (2), 211-218, 2023 217 

 

 * * 2 * *( | ( )) : : ( ), || || 1, ( ) , ( ) ( )I I n nd E A f f H f R f d R f d A         . 

 

where ( ) : { : , | | }A e e e     ℝ,( ) : { : , | | }A e e e      and 1

1

21 1

1

|1 |
det ( ,..., )

1
det ( ,..., ) | |

n

n

n i

in
n

n n i

i

t t
G t t

t
G t t t t

 









  





. 

 

Alternatively, we have that * *( | ( ))d E A   if and only if 

 
* 2 * *min{( ) :| | } 1 ( , )n I Id e e d d     . 
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where 

*

ˆ nd
e


  . Therefore, we establish theorem 1.2 in the following way. 

 

Theorem 2.5 Let T = {tj : j ∈ ℕn} be distinct points (in increasing order) in (-1, 1), t0 ∈ (-1,1) and  d = (d1, d2…, dn) ∈ ℝn. 

Then we have the following: 
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where the function  BI is the rational function defined at t ∈ ℂ  1
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where the value  * *d ,n nn n nnd d      .     

                               

Proof. See Khompurngson, K., & Nammanee K., (2022). 

 

3. Conclusions 
 

In this paper, we extended the hypercircle inequality to partially corrupted data.  That is, we established a new 

version of theorem 1.2 with a different hypothesis.  

In addition, we provided a concrete example for learning problems in reproducing kernel Hilbert space when there 

is known only one data error. We also provided an explicit solution of a dual problem which is practically useful.  
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